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UNIT I INTRODUCTION TO MICROWAVE SYSTEMS AND ANTENNAS

Electromagnetic spectrum:

Electromagnetic spectrum

Microwaves occupy a place in the electromagnetic spectrum with frequency above ordinary radio waves, and below infrared light

Electromagnetic spectrum

Name Wavelength Frequency (Hz) | Photon energy (eV)
Gammaray | <0.02nm > 19 EHz >62.1 keV

Xray | 001nm-10nm | 30EHz-30PHz | 124keV-124¢eV

Ultraviolet | 10nm-400nm | 30 PHz- 750 THz 124V -3¢V

Visible light | 390 nm-750nm | 770 THz-400THz | 32eV-178V
Infrared | 750nm-1mm | 400 THz-300GHz | 1.7eV-1.24 meV
Microwave ~ 1mm-1m  300GHz- 300 MHz | 1.24 meV - 1.24 peV

Radio 1m-100km | 300MHz-3kHz | 1.24 peV-12417eV

Microwave Frequency Bands:

Microwaves Frequency Bands

Band Frequency range
|HF Band 3 to 30 MHz
VHF Band 30 to 300 MHz
|[UHF Band 300 to 1000 MHZz
IL Band 1to 2 GHz
S Band 2 to 4 GHz
|IC Band 4 to 8 GHz
X Band 8to 12 GHz
IKu Band 12 to 18 GHz
K Band 18 to 27 GHz
|[Ka Band 27 to 40 GHz
\V Band 40 to 75 GHz
(W Band 75to 110 GHz
imm Band 110 to 300 GHz




Physical Concept of Radiation ( Radiation Mechanism)

One of the first questions that may be asked concerning antennas would be “how is
radiation accomplished?”

In other words, how are the electromagnetic fields generated by the source, contained and
guided within the transmission line and antenna, and finally “detached” from the antenna
to form a free-space wave?

Let us first examine some basic sources of radiation.

Radiation from Single Wire

Conducting wires are material whose prominent characteristic is the motion of electric
charges and the creation of current flow.

Let us assume that an electric volume charge density, represented by gy (coulombs/mq), is
distributed uniformly in a circular wire of cross-sectional area A and volume V, as shown
in Figure.

"harge uniformly distributed in a circular cross section cylinder wire.

The total charge Q with in volume V is moving in the z direction with a uniform velocity
v, (meters/sec). It can be shown that the current density J, (amperes/m?) over the cross
section of the wire is given by

Jz = qvvz (la)

If the wire is made of an ideal electric conductor, the current density Js (amperes/m) resides
on the surface of the wire and it is given by

Js = sV (1b)
where gs (coulombs/m?) is the surface charge density.

If the wire is very thin (ideally zero radius), then the current in the wire can be represented
by

I =qiv; (1c)



where qi (coulombs/m) is the charge per unit length. Instead of examining all three current
densities, we will primarily concentrate on the very thin wire. The conclusions apply to all
three.

If the current is time varying, then the derivative of the current of (1c) can be written as
dlz /dt:ql de /dt:qlaz (2)

where dV2/dt = @; (meters/sec?) is the acceleration. If the wire is of length I, then (2) can
be written as

| dl; /dt = lqg; dv, /dt = Igja; ©)

Equation (3) is the basic relation between current and charge, and it also serves as the
fundamental relation of electromagnetic radiation.

It simply states that to create radiation, there must be a time-varying current or an
acceleration (or deceleration) of charge. We usually refer to currents in time-harmonic
applications while charge is most often mentioned in transients. To create charge
acceleration (or deceleration) the wire must be curved, bent, discontinuous, or terminated.
Periodic charge acceleration (or deceleration) or time-varying current is also created when
charge is oscillating in a time-harmonic motion.

Important Conclusions:
(1)If a charge is not moving, current is not created and there is no radiation.
(iD)If charge is moving with a uniform velocity:

(a)There is no radiation if the wire is straight, and infinite in extent.

(b)There is radiation if the wire is curved, bent, discontinuous, terminated, or
truncated, as shown in Figure

(iii)If charge is oscillating in a time-motion, it radiates even if the wire is straight.

A qualitative understanding of the radiation mechanism may be obtained by
considering a pulse source attached to an open-ended conducting wire, which may be
connected to the ground through a discrete load at its open end, as shown in Figure (d).

When the wire is initially energized, the charges (free electrons) in the wire are set in
motion by the electrical lines of force created by the source. When charges are accelerated
in the source-end of the wire and decelerated (negative acceleration with respect to original
motion) during reflection from its end, it is suggested that radiated fields are produced at
each end and along the remaining part of the wire.

Stronger radiation with a more broad frequency spectrum occurs if the pulses are of
shorter or more compact duration while continuous time-harmonic oscillating charge
produces, ideally, radiation of single frequency determined by the frequency of oscillation.



D——#"&j}

{a) Curved

= 7

{b) Bemt

() Discontinuous

NIK

1,
2

- i Giround
{d) Terminated

1Y

(e) Truncated

Figure Wire configurations for radiation.

The acceleration of the charges is accomplished by the external source in which forces
set the charges in motion and produce the associated field radiated. The deceleration of the
charges at the end of the wire is accomplished by the internal (self) forces associated with
the induced field due to the build up of charge concentration at the ends of the wire. The
internal forces receive energy from the charge build up as its velocity is reduced to zero at
the ends of the wire. Therefore, charge acceleration due to an exciting electric field and
deceleration due to impedance discontinuities or smooth curves of the wire are
mechanisms responsible for electromagnetic radiation.



Radiation from Two-Wires

Let us consider a voltage source connected to a two-conductor transmission line which
is connected to an antenna. This is shown in Figure. Applying a voltage across the two-
conductor transmission line creates an electric field between the conductors. The electric
field has associated with it electric lines of force which are tangent to the electric field at
each point and their strength is proportional to the electric field intensity. The electric lines
of force have a tendency to act on the free electrons (easily detachable from the atoms)
associated with each conductor and force them to be displaced. The movement of the
charges creates a current that in turn creates a magnetic field intensity. Associated with the
magnetic field intensity are magnetic lines of force which are tangent to the magnetic field.

We have accepted that electric field lines start on positive charges and end on negative
charges. They also can start on a positive charge and end at infinity, start at infinity and end
on a negative charge, or form closed loops neither starting or ending on any charge.
Magnetic field lines always form closed loops encircling current-carrying conductors
because physically there are no magnetic charges.
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Figure Source, transmission line, antenna, and detachment of electric field lines.

The electric field lines drawn between the two conductors help to exhibit the distribution

of charge. If we assume that the voltage source is sinusoidal, we expect the electric field
between the conductors to also be sinusoidal with a period equal to that of the applied source.
The relative magnitude of the electric field intensity is indicated by the density (bunching) of
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the lines of force with the arrows showing the relative direction (positive or negative). The
creation of time-varying electric and magnetic fields between the conductors forms
electromagnetic waves which travel along the transmission line, as shown in Figure (a).

The electromagnetic waves enter the antenna and have associated with them electric
charges and corresponding currents. If we remove part of the antenna structure, as shown in
Figure (b), free-space waves can be formed by “connecting” the open ends of the electric lines
(shown dashed).

The free-space waves are also periodic but a constant phase point Po moves outwardly with
the speed of light and travels a distance of A/2 (to P1) in the time of one-half of a period. It has
been shown that close to the antenna the constant phase point Po moves faster than the speed
of light but approaches the speed of light at points far away from the antenna (analogous to
phase velocity inside a rectangular waveguide).

free-space waves and water waves -analogy

The question still unanswered is how the guided waves are detached from the antenna to
create the free-space waves that are indicated as closed loops. Before we attempt to explain
that, let us draw a parallel between the guided and free-space waves, and water waves created
by the dropping of a pebble in a calm body of water or initiated in some other manner.

Once the disturbance in the water has been initiated, water waves are created which begin
to travel outwardly. If the disturbance has been removed, the waves do not stop or extinguish
themselves but continue their course of travel. If the disturbance persists, new waves are
continuously created which lag in their travel behind the others. The same is true with the
electromagnetic waves created by an electric disturbance.

If the initial electric disturbance by the source is of a short duration, the created
electromagnetic waves travel inside the transmission line, then into the antenna, and finally are
radiated as free-space waves, even if the electric source has ceased to exist (as was with the
water waves and their generating disturbance). If the electric disturbance is of a continuous
nature, electromagnetic waves exist continuously and follow in their travel behind the
others.This is shown in Figure for a biconical antenna. When the electromagnetic waves are
within the transmission line and antenna, their existence is associated with the presence of the
charges inside the conductors. However, when the waves are radiated, they form closed loops
and there are no charges to sustain their existence. This leads us to conclude that electric
charges are required to excite the fields but are not needed to sustain them and may exist in
their absence. This is in direct analogy the water waves.

Figure 1.13 Electric field lines of free-space wave for biconical antenna.



Isotropic, Directional, and Omnidirectional Patterns

An isotropic radiator is defined as “a hypothetical lossless antenna having equal
radiation in all directions.” Although it is ideal and not physically realizable, it is often taken
as a reference for expressing the directive properties of actual antennas.

A directional antenna is one ‘“having the property of radiating or receiving
electromagnetic waves more effectively in some directions than in others”. Example of antenna
with directional radiation patterns is shown in Figure.
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Figure " Principal E- and H-plane patterns for a pyramidal horn antenna.

It is seen that the pattern in Figure below is nondirectional in the azimuth plane [f (),
0 = m/2] and directional in the elevation plane [g(0 ), ¢ = constant]. This type of a pattern is
designated as omnidirectional, and it is defined as one “having an essentially nondirectional
pattern in a given plane (in this case in azimuth) and a directional pattern in any orthogonal
plane (in this case in elevation).” An omnidirectional pattern is then a special type of a

directional pattern.

Antenna

Radiation \
pattern
E

.
e S - T
~

Figure # Omnidirectional antenna pattern.



Antenna near and far field(Field Regions of Antenna)

The space surrounding an antenna is usually subdivided into three regions:
(a) reactive near-field,

(b) radiating near-field (Fresnel) and

(c) far-field (Fraunhofer) regions as shown in Figure .

Radiating near-field (Fresnel) region

Reactive
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Figure . Field regions of an antenna.

These regions are so designated to identify the field structure in each. Although no abrupt
changes in the field configurations are noted as the boundaries are crossed, there are distinct
differences among them.
Reactive near-field region

Reactive near-field region is defined as “that portion of the near-field region
immediately surrounding the antenna wherein the reactive field predominates.” For most
antennas, the outer boundary of this region is commonly taken to exist at a distance R <

0.62 /D ; / , from the antenna surface, where X is the wavelength and D is the largest dimension

of the antenna. “For a very short dipole, or equivalent radiator, the outer boundary is commonly
taken to exist at a distance A/2n from the antenna surface.”
Radiating near-field (Fresnel) region

Radiating near-field (Fresnel) region is defined as “that region of the field of an antenna
between the reactive near-field region and the far-field region wherein radiation fields
predominate and wherein the angular field distribution is dependent upon the distance from the
antenna.

If the antenna has a maximum dimension that is not large compared to the wavelength,
this region may not exist. For an antenna focused at infinity, the radiating near-field region is
sometimes referred to as the Fresnel region on the basis of analogy to optical terminology. If
the antenna has a maximum overall dimension which is very small compared to the wavelength,

this field region may not exist.” The inner boundary is taken to be the distance R > 0.62 D3 / 1

and the outer boundary the distance R < 2D?/A where D is the largest* dimension of the antenna.
This criterion is based ona maximum phase error of @/8. In this region the field pattern is, in
general, a function of the radial distance and the radial field component may be appreciable.

*T0 be valid, D must also be large compared to the wavelength (D > )



Far-field (Fraunhofer) region

Far-field (Fraunhofer) region is defined as “that region of the field of an antenna where
the angular field distribution is essentially independent of the distance from the antenna. If the
antenna has a maximum* overall dimension D, the far-field region is commonly taken to exist
at distances greater than 2D?/A from the antenna, A being the wavelength.

The far-field patterns of certain antennas, such as multibeam reflector antennas, are
sensitive to variations in phase over their apertures. For these antennas 2D?/A may be
inadequate. In physical media, if the antenna has a maximum overall dimension, D, which is
large compared to w/|y |, the far-field region can be taken to begin approximately at a distance
equal to |y |[D?n from the antenna, y being the propagation constant in the medium.

For an antenna focused at infinity, the far-field region is sometimes referred to as the
Fraunhofer region on the basis of analogy to optical terminology.” In this region, the field
components are essentially transverse and the angular distribution is independent of the radial
distance where the measurements are made. The inner boundary is taken to be the radial
distance R = 2D?/A and the outer one at infinity.

The amplitude pattern of an antenna in different regions

The amplitude pattern of an antenna, as the observation distance is varied from the
reactive near field to the far field, changes in shape because of variations of the fields, both
magnitude and phase.

A typical progression of the shape of an antenna, with the largest dimension D, is shown
in Figure. It is apparent that in the reactive near field region the pattern is more spread out and
nearly uniform, with slight variations. As the observation is moved to the radiating near-field
region(Fresnel), the pattern begins to smooth and form lobes. In the far-field region
(Fraunhofer), the pattern is well formed, usually consisting of few minor lobes and one, or
more, major lobes.
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Antenna Parameters

(a)Radiation pattern.

The radiation pattern of an antenna is a plot of the magnitude of the far-zone field
strength versus position around the antenna, at a fixed distance from the antenna.

Thus the radiation pattern can be plotted from the pattern function Fe (6,¢) or Fy(6,0),
versus either the angle 0 (for an elevation plane pattern) or the angle ¢ (for an azimuthal plane
pattern). The choice of plotting either Fo or F, is dependent on the polarization of the antenna.

(b)main lobe, side lobe, minor lobe and back lobe with reference to antenna radiation
pattern.
Major Lobe: Major lobe is also called as main beam and is defined as “the radiation lobe
containing the direction of maximum radiation”. In some antennas, there may be more than
one major lobe.
Minor lobe: All the lobes except the major lobes are called minor lobe.
Side lobe: A side lobe is adjacent to the main lobe.
Back lobe: Normally refers to a minor lobe that occupies the hemisphere in a direction
opposite to that of the major(main) lobe .

e Minor lobes normally represents radiation in undesired directions and they should be

minimized.

o e
e FEAL s b

(c) Half Power Beam Width (HPBW) of an antenna.

Half Power Beam Width is a measure of directivity of an antenna. It is an angular
width in degrees, measured on the radiation pattern (main lobe) between points where the
radiated power has fallen to half its maximum value.

OHALF POWER
POINTS
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(d) beam solid angle
The beam area or beam solid angle €, for antenna is given by integral of the
normalized power pattern over a sphere.

2r 7w

Q, = I IPn 0,9) dQ  steradian
00

P.(6,¢) = Normalized power pattern
Beam solid angle is also given approximately by
Q, =0, ¢ Steradian
6> = HPBW in E — plane or & plane
¢.» = HPBW in H — plane or ¢ plane

(e) Beam Width between First Null
Beam width between first null (BWFN) is the angular width in degrees, measured on
the radiation pattern between first null points on either side of the main lobe.
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(HRadiation Intensity
Radiation Intensity U(6,®) in given direction is defined as the power per unit solid
angle in that direction.
e The power radiated per unit area in any direction is given by pointing vector P.
e For distant field for which E and H are orthogonal in a plane normal to the radius
vector,

2
The power flow per unit area is given by P = E” watts/sgm

\

e Thereare r? square meters of surface area per unit solid angle( or steradian).
22
e U(8,0)=12P= %Watts/unit solid angle
v

The radiation intensity gives the variation in radiated power versus position around the
antenna. We can find the total power radiated by the antenna by integrating the Poynting vector
over the surface of a sphere that encloses the antenna. This is equivalent to integrating the
radiation intensity over a unit sphere.

2t w
P,,q = Power radiated = J f U(6,0)sin0d0dd
=0 6=0

(9) Directivity of an antenna

The directivity(D) of an antenna is defined as the ratio of the maximum value of the
power radiated per unit solid angle to the average power radiated per unit solid angle.
That is, directivity is ratio of the maximum radiation intensity in the main beam to the average
radiation intensity over all space.

11



Unmax _ Unmax _ 4t Unmax
= =— :
Uavg Prad/4n f(a:o fen=o U(8,0)sinfdodo

Thus, the directivity measures how intensely the antenna radiates in its preferred direction than
an isotropic radiator would when fed with the same total power.
Directivity is a dimensionless ratio of power, and is usually expressed in dB as D(dB) = 10
log(D)
directivity of isotropic radiator:

An isotropic radiator is a hypothetical loss less radiator having equal radiation in all
directions.

D =

U(6,0) = 1 for isotropic antenna. Applying the integral identity, f(;:o ) en= ,Sinddodp = 4,
we have,

AU ax
b=t [T U(b,0)si 9d9d®=1
p=0J6=0 ’ el

The directivity of an isotropic antenna is D = 1, or 0 dB.

Relationship between Directivity and beamwidth
Beamwidth and directivity are both measures of the focusing ability of an antenna: an antenna
pattern with a narrow main beam will have a high directivity, while a pattern with a wide beam
will have a lower directivity.

Approximate relation between beam width and directivity that apply with reasonable
accuracy for antennas with pencil beam patterns is the following:

D = 392’2)00 where 01 and 0, are the beam widths in two orthogonal planes of the main
192

beam, in degrees. This approximation does not work well for omnidirectional patterns because
there is a well-defined main beam in only one plane for such patterns.

(h) radiation efficiency of antenna

Radiation efficiency of an antenna is defined as the ratio of the radiated output power to the
supplied input power.

Praa _Pin_Ploss_ Poss

Nrad = Pi - Pi Pi
where Prad is the power radiated by the antenna, Pin is the power supplied to the input of the
antenna, and Pioss Is the power lost in the antenna(dissipative losses) due to metal conductivity
or dielectric loss with in the antenna.

(DGain of an antenna

The gain of the antenna is closely related to the directivity, it is a measure that takes into
account the efficiency of the antenna as well as its directional capabilities.

Antenna gain is defined as the product of directivity and efficiency:

Gain = G = Nygq X D.

Thus, gain is always less than or equal to directivity.

(D) Aperture efficiency

Aperture efficiency is defined as the ratio of the actual directivity of an aperture antenna to the
maximum directivity of aperture antenna.
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The maximum directivity that can be obtained from an electrically large aperture of area A is

. __4mA
givenas, Dpux = -

Nap = aperture ef ficieny =

Dmax

(k) Effective aperture area

Received power is proportional to the power density, or Poynting vector, of the incident wave.
Since the Poynting vector has dimensions of W/m?, and the received power, Py, has dimensions
of W, the proportionality constant must have units of area.

We have, P = A, X Sgyg

where A is defined as the effective aperture area of the receive antenna. The effective aperture
area has dimensions of m?, and can be interpreted as the “capture area” of a receive antenna,
intercepting part of the incident power density radiated toward the receive antenna.

relation between effective aperture area and Directivity(gain)

The maximum effective aperture area of an antenna is related to the directivity of the antenna

as,

__Da?
e = —

41
The maximum effective aperture area as defined above does not include the effect of losses in

the antenna, which can be accounted for by replacing D with G, the gain, of the antenna.
GA?

e 4m

(DAntenna Brightness temperature
When the antenna beam width is broad enough that different parts of the antenna pattern see
different background temperatures, the effective brightness temperature seen by the antenna
can be found by weighting the spatial distribution of background temperature by the pattern
function of the antenna.

Mathematically we can write the brightness temperature Ty seen by the antenna as

;fo félo Tg(6,0)D (6, ®)sinfdOdD

J52 oy D(6, 8)sinfd6d
Where Tz(6,9) is the distribution of the background temperature, and D(6, @) is the

directivity (or the power pattern function) of the antenna. Antenna brightness temperature is
referenced at the terminals of the antenna. Observe that when Tg is a constant, Tp = Tg
(m) Antenna Noise Temperature

If a receiving antenna has dissipative loss, so that its radiation efficiency nyrad is l€ss than
unity, the power available at the terminals of the antenna is reduced by the factor nrag from that
intercepted by the antenna (the definition of radiation efficiency is the ratio of output to input
power).

This reduction applies to received noise power, as well as received signal power, so the
noise temperature of the antenna will be reduced from the brightness temperature by the factor
Nrad-

b:

In addition, thermal noise will be generated internally by resistive losses in the antenna,
and this will increase the noise temperature of the antenna. We can find the resulting noise
temperature seen at the antenna terminals as,

Ta= T]radTb + (1 - T]rad)Tp-
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The equivalent temperature Ta is called the antenna noise temperature, and is a
combination of the external brightness temperature seen by the antenna and the thermal noise
generated by the antenna.

Note: This temperature is referenced at the output terminals of the antenna.

Ta= Ty for a lossless antenna with 1rad = 1.
If the radiation efficiency is zero, meaning that the antenna appears as a matched load and does
not see any external background noise, then Ta = Ty, due to the thermal noise generated by the
losses.

(N)G/T ratio

Useful figure of merit for receive antennas is the G/T ratio, defined as 10 log( G/ Ta)
dB/K, where G is the gain of the antenna, and Ta is the antenna noise temperature.

This quantity is important because, the signal-to-noise ratio (SNR) at the input to a
receiver is proportional to G/Ta. The ratio G/T can often be maximized by increasing the gain
of the antenna, since this increases the numerator and usually minimizes reception of noise
from hot sources at low elevation angles. Of course, higher gain requires a larger and more
expensive antenna, and high gain may not be desirable for applications requiring
omnidirectional coverage (e.g., cellular telephones or mobile data networks), so often a
compromise must be made.

Note: that the dimensions given for 10 log(G/T ) are not actually decibels per degree kelvin,
but this is the nomenclature that is commonly used for this quantity.
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Friis Transmission Formula

This formula gives the power received over a radio communication link.

Friis Transmission
Equation

G-i r i(Sr
| P

PXI

P, =cep, ()

Let the transmitter feed a power P: to a transmitting antenna of effective aperture Aet.At a
distance r a receiving antenna of effective aperture Aer, intercepts some of the power radiated
by the transmitting antenna and delivers it to the receiver.

Assuming that the transmitting antenna is isotropic, the power per unit area at the receiving

antenna is
Pt

S, = (W) - 1

4mr?

If the transmitting antenna has gain Gt, the power per unit area at the receiving antenna will be
increased in proportion as given by,

PG,
Sr=1"7% (w)  ----e- 2

Now, the power collected by the receiving antenna of effective aperture Aer is,

AerPeG
B = A5y = St (W) """" 3

4mr?
The gain of the transmitting antenna can be expressed as,

_ 4'7TAet

Gt /12 """ 48.
G, = 4'7';1‘;er """" 4b

Substituting for gain in equation 3, we have,

Pr — AerPtAet4dT — AerPtAet 53

4TTT2)2 222

In terms of antenna gain, received power can be expressed as,

GrPtGeA?  GpPiGeA?
= = s 5b
4ATTXA4TTT2 (4mr)?

r

Equation 5 is Friis transmission formula

G PG
" (4nr)?

r = Received power ( antenna matched) in W

Pt= power in to transmitting antenna in W



At = Effective aperture of transmitting antenna, m?

A = Effective aperture of Receiving antenna, m?

r = distance between transmitting and receiving antenna, m
A =wave length, m

EIRP and it’s significance

The product P:Gt is defined as the Effective Isotropic Radiated Power (EIRP).

EIRP = PGt W

For a given frequency, range, and receiver antenna gain, the received power is proportional to
the EIRP of the transmitter and received power can only be increased by increasing the EIRP.
This can be done by increasing the transmit power, or the transmit antenna gain, or both.
Path Loss

Path loss is the quantity that account for the free-space reduction in signal strength with
distance between the transmitter and receiver.

Path loss = Transmitted power- Received power=P;- Py

Assuming unity gain antennas, path loss is given as( using Friis formula)

4nr
path loss (dB) = 20 log (T)

Link Budget and Link Margin

The various terms in the Friis formula are often tabulated separately in a link budget, where
each of the factors can be individually considered in terms of its net effect on the received
power.

Additional loss factors, such as line losses or impedance mismatch at the antennas, atmospheric
attenuation, and polarization mismatch can also be added to the link budget.

One of the terms in a link budget is the path loss, accounting for the free-space reduction in
signal strength with distance between the transmitter and receiver.

Path loss= Transmitted power- Received power=P-P,
Assuming unity gain antennas, path loss is given as( using Friis formula)

path loss (dB) = 20 log (?)
We can write the budget as shown in the following link budget:

Transmit power Pt
Transmit antenna line loss  (—)Lt
Transmit antenna gain Gt
Path loss (free-space) (—)Lo
Atmospheric attenuation (—)La
Receive antenna gain Gr

Receive antenna line loss  (—)L:

Receive power Pr



We have also included loss terms for atmospheric attenuation and line attenuation.
Assuming that all of the above quantities are expressed in dB (or dBm, in the case of Py), we
can write the receive power as

Pr(dBm)=Pi—Lt+Gt—Lo—La+Gr—Li

If the transmit and/or receive antenna is not impedance matched to the transmitter/
receiver (or to their connecting lines), impedance mismatch will reduce the received power by
the factor (1 — |I'|?) where T is the appropriate reflection coefficient.

The resulting impedance mismatch loss,
Limp(dB) =—10 log(1 — [T ) >0,
can be included in the link budget to account for the reduction in received power.

Another possible entry in the link budget relates to the polarization matching of the
transmit and receive antennas, as maximum power transmission between transmitter and
receiver requires both antennas to be polarized in the same manner.

If a transmit antenna is vertically polarized, for example, maximum power will only be
delivered to a vertically polarized receiving antenna, while zero power would be delivered to a
horizontally polarized receive antenna, and half the available power would be delivered to a
circularly polarized antenna.

Link Margin

In practical communications systems it is usually desired to have the received power
level greater than the threshold level required for the minimum acceptable quality of service
(usually expressed as the minimum carrier-to-noise ratio (CNR), or minimum SNR).

This design allowance for received power is referred to as the link margin, and can be
expressed as the difference between the design value of received power and the minimum
threshold value of receive power:

Link margin (dB) = LM = P; — Py(min) > 0, where all quantities are in dB.

Link margin should be a positive number; typical values may range from 3 to 20
dB.Having a reasonable link margin provides a level of robustness to the system to account for
variables such as signal fading due to weather, movement of a mobile user, multipath
propagation problems, and other unpredictable effects that can degrade system performance.

Link margin for a given communication system can be improved by increasing the
received power (by increasing transmit power or antenna gains), or by reducing the minimum
threshold power (by improving the design of the receiver, changing the modulation method, or
by other means)

Fade margin.

Signal fading occur due to weather, movement of a mobile user, multipath propagation
problems, and other unpredictable effects that can degrade system performance and quality of
service. Link margin that is used to account for fading effects is sometimes referred to as fade
margin.

Noise Characterization of a Microwave Receiver
(I)NOISE FIGURE and EQUIVALENT NOISE TEMPERATURE of a SYSTEM
(General concepts)




The signal-to-noise ratio is the ratio of desired signal power to undesired noise power, and so
is dependent on the signal power.

When noise and a desired signal are applied to the input of a noiseless network, both noise and
signal will be attenuated or amplified by the same factor, so that the signal-to-noise ratio will
be unchanged.

However, if the network is noisy, the output noise power will be increased more than the output
signal power, so that the output signal-to-noise ratio will be reduced.

The noise figure, F, is a measure of this reduction in signal-to-noise ratio, and is defined as,
Si/Ni
SO/No

where S;, Nj are the input signal and noise powers, and So, No are the output signal and noise
powers. By definition, the input noise power is assumed to be the noise power resulting from
a matched resistor at To = 290 K; that is, Nij = KToB.

F =

e (1)

R
WW
I,=290K Noisy
@ network R
G, 8,1,
— —
P,=8§;+N; P,=§,+N,

Determining the noise figure of a noisy network.

Consider Figure shown above, which shows noise power Ni and signal power S; being fed into
a noisy two-port network.

The network is characterized by a gain, G, a bandwidth, B, and an equivalent noise temperature,
Te.

The input noise power is Ni = kToB, and the output noise power is a sum of the amplified input
noise and the internally generated noise: No = KGB(To + Te).

The output signal power is So = GS; . Using these results in (1) gives the noise figure as,

— Si kGB(To+Te) =1+ E - (—— (2)
kT,B GS; To —
Te = (F - 1)T0 ___________ (3)

It is important to keep in mind two things concerning the definition of noise figure: noise figure
is defined for a matched input source, and for a noise source equivalent to a matched load at
temperature To = 290 K. Noise figure and equivalent noise temperatures are interchangeable
characterizations of the noise properties of a component.



An important special case occurs in practice for a two-port network consisting of a passive,
lossy component, such as an attenuator or lossy transmission line, held at a physical
temperature T . Consider such a network with a matched source resistor that is also at
temperature T , as shown in Figure.

——

// T 0 Y
/ \
I'T \ N;=kTB
l\ R | —»  L,T,Z,=R —
\ //
\ /
\\\__/

N,=kTB

O

Determining the noise figure of a lossy line or attenuator with loss L and tempera-
ture 7'

The power gain, G, of a lossy network is less than unity; the loss factor, L, can be defined as L
= 1/G > 1. Because the entire system is in thermal equilibrium at the temperature T, and has a
driving point impedance of R, the output noise power must be No = kTB. However, we can
also think of this power as coming from the source resistor (attenuated by the lossy line), and
from the noise generated by the line itself. Thus we also have that

No = KTB = GKTB + G Nadded ---------- (4)

Where Nadded IS the noise generated by the line, as if it appeared at the input terminals of the
line. Solving (4) for this power gives

Noddea = % kTB = (L — 1)kTB ---------- (5)

Then (5) shows that the lossy line has an equivalent noise temperature (referred to the input)
given by,

Noise Figure of a Cascaded System

In a typical microwave system the input signal travels through a cascade of many different
components, each of which may degrade the signal-to-noise ratio to some degree. If we know
the noise figure (or noise temperature) of the individual stages, we can determine the noise
figure (or noise temperature) of the cascade connection of stages.

We will see that the noise performance of the first stage is usually the most critical, an
interesting result that is very important in practice.

Consider the cascade of two components, having gains Gi, G2, noise figures F1, F2, and
equivalent noise temperatures Te1, Te2, @S shown in Figure.



N, G, N, Gy N,
T_> F s —-
0 T, Te
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(b)

Noise figure and equivalent noise temperature of a cascaded system. (a) Two cas-
caded networks. (b) Equivalent network.

We wish to find the overall noise figure and equivalent noise temperature of the cascade, as if
it were a single component. The overall gain of the cascade is G1Go.

Using noise temperatures, we can write the noise power at the output of the first stage as

N1 = GikToB + GikTesB  --------m-m---- (8)

since Nj = kToB for noise figure calculations. The noise power at the output of the second stage
is

No = G2N1 + G2kTe2B
NO = GlekTOB + GlekTelB + GZkTEZB

Te
NO = GlekB (TO + Tel + G_lz) ------- (9)

For the equivalent system we have,
N, = G1G2kB(T, + Tegs) ------ (10)
Where,

Te
Teas = Teq + 6_2 """"" (11)
1

Using (3) to convert the temperatures in (11) to noise figures yields the noise figure of the
cascade system as,

Feas :F1+(FZG—_1) """" (12)
1

Equations (11) and (12) show that the noise characteristics of a cascaded system are dominated
by the characteristics of the first stage since the effect of the second stage is reduced by the
gain of the first (assuming G1 > 1).

Thus, for the best overall system noise performance, the first stage should have a low noise
figure and at least moderate gain. Expense and effort should be devoted primarily to the first
stage, as opposed to later stages, since later stages have a diminished impact on the overall
noise performance.

Equations (11) and (12) can be generalized to an arbitrary number of stages, as



Ty = To
Tegs = Ter + G_12 + rgz + . (13)

(F-1) | (F—1)
Fcas=F1+zG—1+G31—GZ+ -------------- (14)

(i1)_Noise Characterization of Receiver

We can now analyze the noise characteristics of a complete antenna—transmission line—
receiver front end, as shown in Figure. In this system the total noise power at the output of the
receiver, No, will be due to contributions from the antenna pattern, the loss in the antenna, the
loss in the transmission line, and the receiver components.

This noise power will determine the minimum detectable signal level for the receiver and, for
a given transmitter power, the maximum range of the communication link.

Background
Gy Ly, G
‘ [ Tyy Ty Tip
S! G.I' nl'ad‘ T{’ >_(|> L}- TP | | N'm Su
CE | Transmission I,/ V
Antenna : line RF IF
— Amp. Amp.
IN, S, LO
Ty
Receiver

FIGURE 14.14 Noise analysis of a microwave receiver front end, including antenna and trans-

mission line contributions.

The receiver components in Figure consist of an RF amplifier with gain Grr and noise
temperature Trr, @ mixer with an RF-to-IF conversion loss factor Ly and noise temperature Tm
, and an IF amplifier with gain Gir and noise temperature Tir.

The noise effects of later stages can usually be ignored since the overall noise figure is
dominated by the characteristics of the first few stages.

The component noise temperatures can be related to noise figures as T = (F — 1)To.

The equivalent noise temperature of the receiver can be found as

Trec = Tgrr + GT—M + TIGFﬂ """"""" 1)
RF RF

The transmission line connecting the antenna to the receiver has a loss L1, and is at a physical
temperature Tp. So, its equivalent noise temperature is

Trp={Lr =T, - (2)

We can find that the noise temperature of the transmission line (TL) and receiver (REC)
cascade is

Trryrec = T + LeTree = (LT - 1)Tp + LyTrge  --------- (3)



This noise temperature is defined at the antenna terminals (the input to the transmission line).
The entire antenna pattern can collect noise power. If the antenna has a reasonably high gain
with relatively low sidelobes, we can assume that all noise power comes via the main beam, so
that the noise temperature of the antenna is given by,

Tp = NraaTp + (1 — nrad)Tp """" (4)

where nrad IS the efficiency of the antenna, Ty is its physical temperature, and Ty is the
equivalent brightness temperature of the background seen by the main beam.

The noise power at the antenna terminals, which is also the noise power delivered to the
transmission line, is

N; = kBTy = kB[qaTp + (1 = Npaa)Tp]  ---o---e-e- (5)

where B is the system bandwidth. If S; is the received power at the antenna terminals, then the
input SNR at the antenna terminals is S; /N; .

The output signal power is,

SiGRrpG
So = ﬁ = SiGsys - (6)

where Gsys has been defined as a system power gain.

The output noise power is,

No = (N; + kBTr1+rec)Gsys

No = (kBTy + kBTrp+rec)Gsys

No = kB(T4 + Trrrec)Gsys = kBTgysGsys  -=======-=- (7

where Tsys has been defined as the overall system noise temperature.

The output SNR s,

2= e (8)

Ny - kBTsys
So _ Si

No  kB[MraaTp+(1-7raa) Tp+({Lr—DTp+LrTREC]

It may be possible to improve this output SNR by various signal processing techniques.



Impedance Matching

* Impedance matching, is often an important part of a larger design process
for a microwave component or system.

* The basic idea of impedance matching is illustrated in Figure, which shows
an impedance matching network placed between a load impedance and a
transmission line.

* The matching network is ideally lossless, to avoid unnecessary loss of power,
and is usually designed so that the impedance seen looking into the
matching network is Z,,.

* Then reflections will be eliminated on the transmission line to the left of the
matching network, although there will usually be multiple reflections
between the matching network and the load.

* This procedure is sometimes referred to as tuning. Impedance matching or
tuning is important for the following reasons:




Impedance Matching

FIGURE 5]

Matching | ad
network Z

A lossless network matching an arbitrary load impedance to a transmission line.




Impedance matching or tuning is important for the following reasons:

1) Maximum power Is delivered when the load Is matched to the line
(assuming the generator Is matched), and power loss in the feed
line IS minimized.

2) Impedance matching sensitive receiver components (antenna, low-

noise amplifier, etc.) may improve the signal-to-noise ratio of the
system.

3) Impedance matching in a power distribution network (such as an
antenna array feed network) may reduce amplitude and phase
errors.




* As long as the load impedance, Z,, has a positive real part, a
matching network can always be found.

* Many choices are available.

Factors that may be important in the selection of a particular matching
network include the following:

» Complexity

* Bandwidth

* Implementation
» Adjustability




Complexity

 The simplest design that satisfies the required specifications Is
generally preferable.

* A simpler matching network Is usually cheaper, smaller, more
reliable, and less lossy than a more complex design.

Bandwidth

* Any type of matching network can ideally give a perfect match (zero
reflection) at a single frequency.

* In many applications, however, It is desirable to match a load over a
band of frequencies.

 There are several ways of doing this, with, of course, a
corresponding increase in complexity.




Implementation

* Depending on the type of transmission line or waveguide being used,
one type of matching network may be preferable to another.

 For example, tuning stubs are much easier to Implement iIn
waveguide than are multi section quarter-wave transformers.

Adjustability
* In some applications the matching network may require adjustment
to match a variable load impedance.

* It Is possible in some types of matching networks.




Impedance matching techniques:

* MATCHING WITH LUMPED ELEMENTS (L NETWORKS)

* SINGLE-STUB TUNING
 DOUBLE-STUB TUNING

 THE QUARTER-WAVE TRANSFORMER
* TAPERED LINES




MATCHING WITH LUMPED ELEMENTS (L NETWORKS)

* The simplest type of matching network Is the L-section, which uses two
reactive elements to match an arbitrary load impedance to a transmission line.

* There are two possible configurations for this network, as shown in Figure:

Q

e
S
Q
Q

P
,ﬂ(:
Q

Z JjB Z; JjB Zy

O
O
Q
o

(a) (b)

FIGURE 5.2  L-section matching networks. (a) Network for z; inside the 1 + jx circle. (b) Net-
work for z; outside the 1 + jx circle.




e If the normalized load impedance, z, = Z, /Z,, Is Inside the 1 + |x
circle on the Smith chart, then the circuit of Figure (a) should be

used.

* If the normalized load impedance iIs outside the 1 + jx circle on the
Smith chart, the circuit of Figure (b) should be used.

 The 1 + jx circle Is the resistance circle on the impedance Smith
chart for which r = 1.

* In either of the configurations of Figure, the reactive elements may
be either inductors or capacitors, depending on the load impedance.




 Thus, there are eight distinct possibilities for the matching circuit
for various load impedances.

* I[f the frequency is low enough and/or the circuit size is small
enough, actual lumped-element capacitors and inductors can be
used. This may be feasible for frequencies up to about 1 GHz or so.

* Modern microwave Integrated circuits may be small enough such
that lumped elements can be used at higher frequencies as well.




Determination of component values of matching network:
consider the circuit of Figure (b)

This circuit I1s used when z, s outside the 1 + jx circle on the Smith chart, which
Implies that R, < Z,,

The admittance seen looking into the matching network, followed by the load
Impedance, must be equal to 1/Z, for an impedance-matched condition:

1 1
— =B+
Zo 70 TRL+j(X +X,)
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Rearranging and separating into real and imaginary parts gives two equations for the two
unknowns, X and B:

BZy(X + X1) = Zo— Ry,
(X+ X.) =BZyRy.

Solving for X and B gives

X =+R(Zy— R,) — X,

_ ix/(Zo — RL)/RL.
Zy

B

Because R; < Zj, the arguments of the square roots are always positive. Again, note that
two solutions are possible.




For circuit in fig (a), component values can be determined as follows:

1
JB + 1/(Rr + jXr)

Lo = jX +

Rearranging and separating into real and imaginary parts gives two equations for the two
unknowns, X and B:

B(XRy — Xy Zog) = Ry — Zp,
X(l — BX;)=BZoR; — X;.

Solving (5.2a) for X and substituting into (5.2b) gives a quadratic equation for B. The

solution 1s

X + f\HH‘LFZ.:]JRE + X% — Lo Ry

B —
2 2
Ry + X5

Note that since R; = Zjp, the argument of the second square root is always positive. Then
the series reactance can be found as

1 XpZ Z
4 XLZ0 0

X = — .
B Ry BR;

13




SINGLE-STUB TUNING

* Another popular matching technique uses a single open-circuited
or short-circuited length of transmission line (a stub) connected
either in parallel or in series with the transmission feed line at a
certain distance from the load, as shown in Figure.

* Such a single-stub tuning circuit is often very convenient because
the stub can be fabricated as part of the transmission line media of
the circuit, and lumped elements are avoided.

* Shunt stubs are preferred for microstrip line or stripline, while
series stubs are preferred for slotline or coplanar waveguide.




FIGURE 5.4
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Single-stub tuning circuits. (a) Shunt stub. (b) Series stub.
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* In single-stub tuning the two adjustable parameters are the distance,
d, from the load to the stub position, and the value of susceptance or
reactance provided by the stub.

* For the shunt-stub case, the basic idea Is to select d so that the
admittance, Y, seen looking into the line at distance d from the load
is of the form Y + | B. Then the stub susceptance is chosen as — | B,
resulting in a matched condition.

* For the series-stub case, the distance d Is selected so that the
Impedance, Z, seen Iooklng Into the line at a distance d from the
load is of the form Z, + ] X. Then the stub reactance Is chosen as — |
X, resulting In a matched condition.




DOUBLE-STUB TUNING

* The single-stub tuner Is able to match any load impedance (having a
positive real part) to a transmission line, but suffers from the
disadvantage of requiring a variable length of line between the load

and the stub.

* This may not be a problem for a fixed matching circuit, but would
probably pose some difficulty If an adjustable tuner Is desired.

* In this case, the double-stub tuner, which uses two tuning stubs In
fixed positions, can be used. Such tuners are often fabricated In
coaxial line with adjustable stubs connected In shunt to the main

coaxial line.




FIGURE 5.7

Q

o
|

(b)

Double-stub tuning. (a) Original circuit with the load an arbitrary distance from the

first stub. (b) Equivalent circuit with the load transformed to the first stub.
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THE QUARTER-WAVE TRANSFORMER

* The quarter-wave transformer Is a simple and useful circuit for
matching a real load impedance to a transmission line.

* An additional feature of the quarter-wave transformer is that it can
be extended to multi section designs in a methodical manner to
provide broader bandwidth.

* |f only a narrow band impedance match Is required, a single-section
transformer may suffice.

* One drawback of the gquarter-wave transformer is that it can only
match a real load impedance.




Z; (real)

FIGURE 5.10 A single-section quarter-wave matching transformer. £ = /4 at the design fre-

quency fo.

The single-section quarter-wave matching transformer circuit is shown in Fig
with the characteristic impedance of the matching section given as

Ly = S LoLYL.

20




UNIT 11
RADIATION MECHANISMS AND DESIGN ASPECTS

= RADIATION MECHANISMS OF LINEAR WIRE ANTENNAS
» Alternating Current Element (Oscillating Dipole/ Hertzian dipole)

» Half-wave Dipole Antennax
= LOOP ANTENNAS*
= APERTURE ANTENNAS
» Wire Antennas Vs Aperture Antennas
» Field Equivalence Principle#
» Horn Antennasx*
e Design Principle
e Rectangular Horn Antennas and Solved Problem
e Conical Horn Antennas
e Ridge Horns
e Septum Horns
e Corrugated Horns
e Aperture-Matched Horn
» Slot Antennas
e Methods of Feeding*
1. Coaxial feed
2. Offset feed
3. Boxed-in Slot Antenna
4. Waveguide-fed Slot
5. Broadside Array of Slots in a Waveguide
e Babinet’s Principle#
e Booker’s Extension of Babinet’s Principle#
e Impedance of Slot Antenna and Solved Problem#
= REFLECTOR ANTENNAS
> Reflectors of various shapes
» Parabolic Reflectorx
e f/d ratio
e Feed systems for Parabolic Reflectors
1. Axial/Front Feed
2. Offset Feed
3. Cassegrain Feed

4. Gregorian Feed
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= MICROSTRIP ANTENNAS
» Basic Characteristics of Microstrip antennas*
> Feeding Methodsx
e Microstrip Line Feed
e Coaxial Probe Feed
e Aperture Coupled Feed
e Proximity Coupled Feed
» Methods of Analysis
e Transmission-Line Model
e Cavity Model
* FREQUENCY INDEPENDENT ANTENNAS
» Rumsey’s principle#
» Frequency-Independent Planar Log Spiral Antennax
» Frequency Independent Conical Spiral Antenna
» Log-Periodic Antennax
e Basic concept
e Regions of LPDA
e Radiation pattern
e Log-periodic behaviour
e Design equations for LPDA

e Solved Problem

# Sections requiring additional attention in the perspective of Part-A.

* Sections requiring additional attention in the perspective of Part-B.
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Far-field due to an Alternating Current Element (Oscillating Dipole/ Hertzian dipole)

Consider that a time varying current | is flowing in a very short and very thin wire of length dl
in the z-direction. This current is given by Idl cos wt. Since the current is in the z-direction,
the current density J will have only a z-component.

J=a; ], (D

The vector magnetic potential A will also have only a z-component.

A=a; A, (2)
Az
R cos 0
r
Hé
| 6 4 Eo
9 =
| dl cos wt b y
Rsin6

Configuration of filamentary current carrying conductor

For a line charge density,

_juldl_,uldlcosa)(t—r/v) 3
) 4nR 4mtr )

zZ

We know that A, = 0,4, = 0and A, # 0. Since the three-dimensional radiation problem

needs to be tackled in a spherical co-ordinate system, A, needs to be transformed into the
spherical co-ordinate system.

(A, | [sinfcos¢ sinBsing cosO 1[Ax]
Ag | = |cosBcosp cosOsing —sinb||A,
_A¢_ | —sing cos}p 0 IlA;
[A,] [sinfcos¢ sinBsing cosO 170
Ag | = |cosbcos¢p cosOsing —sinf|| 0
Ap] L —sing cosg 0 114,
Ay = Azcos0; Ag = —A,sing ; Ay =0 4)
uldlcosw(t—r/v)
A, =
. - cos6 (5)
uldlcosw(t—r/v)
= — 6 6
0 4mtr St (6)
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Further from the relation B = V X A, the components of V X A are obtained as below.

a, Trag rsinfag
0 0 0
r2sinf|or 86 %
A, 1rhAg TSinbAy

B=VXA=

We know that Ay = 0 and A, & Ay are independent of ¢. So % =0.

ar rag rsinfagy
_ _ 0 d
B_VXA_rzsinH ar 06 0
A, TAg 0
B=VxA=—|a (0) - ras(0) + rsind (a(m") aAr)_

B = r2sing | "o TSI "oy 90 /|
(VXA),=B,=uH, =0 = H, =0 (7)
(VXA)9=B9=,LLH9=O$ Hg =0 (8)
(VX A)y = By = ui, = 1 o (00A) 04,

¢ =P T Mo = laging |0 or 26
1 a(er) aAr
> Ho= | Tor _ael ®

Tofind Hy
Using eq(6),
d(rAp) 0 uldlcosw(t—r/v) AN uldlsind 0 [ ¢ —1/v)]

ar  or r 4mtr S = 41 or cosw Ty

_ pldilsind —w )
= yp ( - ) [—sinw(t —1/v)]

d(rAp) uldlsind ,w\

pra yy (;) sinw(t —r/v) (10)
Using eq(5)
dA, 0 (uldlcosw(t—r1/v) o) = uldlcosw(t—r/v) 0 (cost]
90 96 4mr cos B 4nr a0 €os
0A, uldlcosw(t—r/v) |
50 = yp— sin@ (11)
Using eq(10) and eq(11) in eq(9),

1 [ a(r4,) 0A,
H¢ = - -
ur or a0
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1 I dlsinf ,w Idlcosw(t—r1/v
Hy = — [(_ podwsimy (—) sinw(t —r/v) ) - <— a ( /v) Siﬂ@)l
ur 4 v 4ntr

1 uldlsind ,w\ uldlcosw(t—r/v) |
Hy = I; [— T (;) sinw(t —r/v) + y— sin@
I dlsinf U sw\ u cosw(t—r/v)
Hy = e l— l; (;) sinw(t —r/v) + o
I dlsin6 w . cosw(t—1/v)
Hy = A l— (E) sinw(t—r/v) + 2 (12)

Now our objective is to find the electric field components from the magnetic field strength
relations.

From Maxwell’s Equation,
VXH=]+ dD/0t = oE + ¢0E /ot

The observation point P lies at a distance r away from the antenna. Moreover, the medium
surrounding the antenna element is air. Hence o = 0.

VXH=¢c0E/0t

1
= —f(V X H) dt
€
|a, Tag rsinfay |
Ux H = 0 0 0
" r2sin@|or 96 d¢p

H, rHe 7sinfHy

Using eq(7), eq(8) and eq(9), H, = 0,Hy = 0& Hy # 0

From eq(12), we can observe that Hy is independent of ¢ = aa_; =0
a, rag rsinfag
1 0 0
H= - =
VX r2sinf | or 00 0
0 0 rsinfHg
VXH= oo | ay— 50 (rszn9H¢) rag ar (rszn9H¢)]
(Vx H), = ! [a( in6H )] 13
T r2sing lag \ O e (13)
0
H — H — in6H 14
(VxH)g = r2sinf [ 4 (rsmH ¢)] rsinf [ar (rsm@ ¢)] 14
(VXH)y=0 >E;,=0 (15)

Now we have to find E, and Eg
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To find E,

1
Erzgf(VxH)rdt

VXH), = 1 9 in6H
(V% ), = s (35 (rsinoty)|

Using eq(12),
(V x H), = 1 [i {rsine I dlsinf < _ (%) sina(t — 1/v) + cos a)(:z— r/v))}l

r2sin0 |06 41
1 rldl W ] cosw(t—r/v)\10 -y
= —sind in (— (E) sinw(t —r/v) + 2 >[% (sin“0) ]
1 Idl t—
=— —| — (2) sinw(t —r/v) + cosw(t —r/v) [2sinfcosO |
rsind 4r v 2
1 Idl t—
(VXH), ==———| — (2) sinw(t —r/v) + cosw(t —r/v) (2cos0)
r 4m v r2

2 1dlcosO ) )
(VxH), = ———| — (m) sinw(t —r/v) +

T-3

cosw(t —r/v)
4 )

Using above equation,

1
E, = EI(VXH)rdt
2 1dlcos@ t—
£ = cos j _ (i) sino(t — 1/v) + cosw(t —r/v) dt
4re v r3

_ 2lIdlcos8 l_ ( w ) —cosw(t —1/v) N sina)(t—r/v)l

4re riv ) wr3

21dlcosO | cosw(t—r1/v sinw(t—1r/v
o (t=1/v) | sinw(t—r/v) 16)
4re rv wr3
To find Ey
1
EQZ Ef(VXH)gdt
(VX H)g = [a (rsinoH )]
8~ rsing lor rsmvtle
Using eq(12),
(W x H)y = -1 0 - I dlsinf (w) nw(t —r/v) + cosw(t —r/v)
9™ rsing or rsm 41 TV sinw rrv T2
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rcosw(t —r/v)

(VX H)p = -1 . Idlsin6 0 (ra)) mw(t — /) +
e 4 Or o) ST Ty r?
—Idlsin6 0 w\ cosw(t—r/v)
i b (;) sinw(t —r/v) + " l
[ —W\ .
—I dlsinf | ;w2 —r (T) sinw(t —r/v) —cosw(t —r/v)
= (;) cosw(t—r/v) + "
[ TwY .
—1 dlsind | ;w2 (7) sinw(t—71/v)  cosw(t —r/v)
= (;) cosw(t —r/v) + = — 2
(VX H)y = —1 dlsin8 | w?cosw(t —r/v) N wsinw(t —r/v) _cos w(t—r1/v)
o~ 4mr 2 rv T2

1
E9= Ej(VXH)gdt

1 (—Idlsinf [ w?cosw(t—1/v) wsinw(t—r1r/v) cosw(t—1/v)
Eg = —f + - dt
€ 4mr v? rv r?
_ —ldlsing w?sinw(t —r/v) wcosw(t—1/v) sinw(t—r1r/v)
"~ 4mer V2w rvw wr?
_ —ldlsing wsinw(t —r/v) cosw(t—r/v) sinw(t—r/v)
"~ 4mer V2 TV wr?
Idlsind| wsinw(t—r/v) cosw(t—r/v) sinw(t-—r/v)
Eg = - + +
4me rv? r2v wr3

Puttingt' =t —r/v,

E. — I dlsin@| wsinwt’ N cos wt' N sin wt’ 17
7 4nme rv? r2v wr3 (17)
Putting t’' = t — r/v, eq(16) becomes
21 dlcosO | coswt’ sin wt’ 18
T 4A1re r2v wr3 (18)
Puttingt’ =t —r/v, eq(12) becomes
I dlsin® w . ,  coswt’
H¢ = T - (E) sinwt + TZ (19)
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Inference

The expressions of E., Ey and Hginvolve three types of terms:

1. The terms inversely proportional to r3 represent electrostatic field.

2. The terms inversely proportional to 2 represent induction or near-field.

3. The terms which are inversely proportional to r represent radiation field (distant or
far-field)

It can be noted the magnitudes of the two bracketed terms in eq(19) will become equal if the
following relation is satisfied:
) 1 fA 2

v
—_——= — D === = — et r=
rv  r? ) 2nf 2m

N>

Far-field Region or Radiation Zone

When the distance between the antenna and observation point (r) is very large, the terms
1/7,2 and 1/r3 in eq(17), eq(18) and eq(19) can be neglected in favour of terms of 1/r.

_ 1dlsin| wsinwt’ 20
7 4me rv? (20)
E.= 0 (21)
H Idlsinf [ (w) . ¢ ] 22
¢ 4 v S (22)
The amplitudes in the far-field will be
[ dlsin8 ; w
Il = 4re (F) (23)
|H | _ 1 dlsinB (w) _ 1dlsinf (271]‘) _ Idlsinf (f) _ 1dlsinb 24
P17 4 rv/ 4w rv/)  2r v/ 2Ar (24)
Using above two equations,
I dlsin6 (&)
|Eol  "Ame \p2) _ +
H.| Tdlsind fo\ ~ ve
o] 4 (ﬁ)
We know that velocity of a wave in a medium is given by
1
V=—
Ve
E 1 1 €
M:—: =\/H_=\/E=n=120n(or)377ﬂ (25)
] " T (D), e e
Vue

Where 7 is the intrinsic impedance of the medium.
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Power Radiated and Radiation Resistance
It can be noted that E has no ¢ component and H contains only a ¢ component.
E =E,a, + Egay
H = Hgyay

The power flow can be given by the poynting vector

1 1 1
S= 3 Re (Ex H*) = 5 Re {(Eva, + Egag) X ag Hp} = 5 Re {—agEHy, + a,EgHy)

The total radiated power is given by

¢=2n ,0=m
Proa = # W.ds = j j S.(a,r%sin6 do d¢)
6=0
¢$=2m
Praqa = f f = Re{ agk, H¢ + arE9H¢} (a,r%sinf dO d¢)
6=
¢p=2m ¢=2m (O0=m
f j = Re {EgHj}r%sinf df d¢ = J J
6= 6=0
B
Slncelg/ =n = |Eg| =n|H
|H¢| | ¢|
1 ¢=2n 0=m
Poy=—
rad 2]4):0 j:o n
$=2m =T
= J j 1 |Hp| ? r2sind d6 d¢
6=0
¢=2m IdlsmB ,
= j j ) r2sind dO d¢
6=
1 Izdlzsm 0 . .

—J J a5z r“sind d6 d¢

n Izdlz ¢=2n 0=m
== sin30 do d¢
2 472 J jg_

n 12 /dl 2 ~¢p=2m O=m

= - — (= do sin36 dé
2 4 (A) J¢=0 om0

2 (dl 2 6=n

—) (2m) sin36 do
9=0
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n 12 di\? o=m
Prga = 57 (7) (2m) . sin30 do

Using the following identity, above equation can be re-written as

3sin@ — sin30
4

12 /dl 0= /3sinf — sin36
Praa = Q (_> (2m) ( ) do
2 6=0 4

(dl) (2m) [_ 058 + co;BH]:

() P53

_n I_ (dl) (2m) [
2 4

2 dl
Proa = 7731 (ﬂ.)

Assuming the antenna is lossless, the power radiated by the dipole will be equal to the power
delivered to the dipole.

sin®0 =

Praa = Paetivered

dl
n 312 (ﬂ) = IEmSRr
We know that

L
V2

e (5) = () &

I rms

120 ”12<dl)2—12R
T3\72 2 T

, (A dl\®

R, =80m (7) =790 (7)
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Directivity
4
[ P.(6,¢) d
4m
f O o Pu(8, ) sinf d6 dep

D =

4t

b= ¢=2m O0=m
f fg 0 (sin?0) sin6 d6 d¢

4m
fd) ane _, Sin*0dfd¢

4
¢=2m 0=t .
f de fe:o sin30 do

4n
¢=2m 9=1 .
f do [,_, sin®6 do

— 41
(2m) [, sin30 do

4 3
D =—— = =5=15

an(@) 2
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EC38/701

ANTENNAS AND MICROWAVE
ENGINEERING

Course Instructor: M.Lingeshwaran M.E.,(Ph.D.)



UNIT I
RADIATION MECHANISMS AND DESIGN ASPECTS

Design considerations and applications

= Radiation Mechanisms of Linear Wire and Loop antennas
= Aperture antennas

= Reflector antennas

= Microstrip antennas

= Frequency independent antennas



Loop Antenna

= Let us assume a loop antenna of radius a which is large enough i.e., the
circumference is almost equal to one wavelength.

= The center of the large loop is at the origin of the spherical co-ordinate system.
= |t Is assumed that the current in the loop Is uniform and in-phase.

= The far-field components can be derived from vector magnetic potential which is a
function of current distribution over the loop.

= As shown iIn the following figure, we assume two small current carrying elements
( or short dipoles) located diametrically opposite on the loop.

= |f these dipoles are too short and makes an angle of d¢ at the center of the loop
then the length of each short dipole is given as a d¢.

= As the loop is lying in the xy-plane only (current is confined to the loop) , hence,
the vector magnetic potential will have only ¢ component (A¢) and other
components are zero (4, = Ap = 0).



Loop Antenna

To point P | 2

in xz plane

4

Polar
axis

Loop

Loop in spherical co-ordinate system



Loop Antenna

= The observation point P is at distance r from origin, hence, the infinitesimal
component of the vector magnetic potential in ¢ direction due to diametrically
opposite short dipoles is given as

udMm

4mtr
where dM is the current moment produced by short dipoles of length a d¢

= |n xz-plane or (qb =0 plane), the ¢ component of retarded current moment due
to one short dipole is defined as

dM; = |I](a d¢) cosg
where [I] = I, e/«lt=(/)] and I, is the peak current on the loop.

dA¢ —_




Loop Antenna

4

To P

\

23a cos ¢ sin 6=

B
]
2Ba cos ¢ _‘

Perimeter of loop

Cross section of the loop In xz-plane




Loop Antenna

= The resultant current moment due to two short dipoles is

dM = 2j|I] adg¢ cosg Sin%

where ¢ = 2fa cos¢ sinf and = ZTR
= By substituting the value of i Iin above expression, the resultant current moment
comes out as

dM = 2 j [I] a cos¢ [sin(Ba cos¢ sinB)]|d¢
= This expression can be substituted in dA,
udM ui{2jll]acose [sin(Bacosep sinf)|deo}
4mr - 4mr
jullla

27T

dA(p —

dAg = cos [sin(fa cosp sinB)]de



Loop Antenna

= Integrating dA yields,
_julla j"’z”

21T Jp=g

i Z[f % Ji(Basino)

where J, is a Bessel function of the first order and of argument (Sa sinf).
= Note

Ay

sin(fa sinf cos¢) cos¢p do

¢p=m1
J1(Ba sinf) = % f sin(fa sinf cos¢) cos¢p do
$=0



Loop Antenna

= The far electric field of the loop has only ¢ component given by

E¢ = —_]CL)A¢
= Substituting A, In above expression yields
. - (jull]a .
py = —joty = o212 1 o)

Since w =2nf,c=fAland 8 =2t

2
_u@nf)ll]a

E
¢ 2T

A
|I]a

E, = Bcu—
b ’BC“Zr

Ey

pwll]

- 2r

% J.(Ba sin6)

A _ 21
X (—) X J1(Ba sinf) = 5 X fAXuX

J1(Ba sind)

|I]a

2r

J1(Ba sind)




Loop Antenna

[/]a .
Ep = ,BCH7]1(,361 sinf)
= Substituting the values of ¢ and u in above expression yields
I
Ey = (3 X 108) x (4m x 1077) 'BC;E ]]1(,861 sinf)
60mLa |l] _
Ey = " J1(Ba sin®B)

= This expression gives the instantaneous electric field at a distance r from a loop of
any radius a.

= The magnetic field Hyg at a large distance Is related to E4 by intrinsic impedance
of the free space n. Thus,

y _Fo_ _Ey _pall
7 n T 1201 2r

J1(Ba sind@)

10



Far-field Patterns of Circular Loop Antenna

= The far-field patterns for a loop of any size is given by
Ey = 60nﬂa ]1(,Ba sin@) and Hy = :I]]l(ﬁa sinf)

= For a loop of a given size, Sa Is constant and shape of the far-field pattern is given
as a function of 6 by

J1(C,sin @)
where C, Is the circumference of the loop in wavelengths. That is,
2T

CAZTQZIBCL

=0 <|sinf| <1
= When 6 = 90, the relative field is J;(C;)

= As 6 decreases to zero, the values of the relative field vary in accordance with the
J; curve from J;(Cy) to zero.
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Far-field Patterns of Circular Loop Antenna

4 5 6 7 8 9 10 11T 12 13 14 15 186
C, sin 8

AN
LTINS
TV VAT

Rectified first-order Bessel curve for patterns of loops
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Far-field Patterns of Circular Loop Antenna

/Loop Loop Loop
Diameter = l
C,=0.31410 A N
lameter =
(@) C.=3.14 Diameter -ix
®) C.=4.71 2 Diameter = 5\ Diameter =8\
© C,=15.7 C\.=25.1

Far-field patterns of loops of 0.1, 1, 1.5, 5 and 84 diameter.
Uniform in-phase current is assumed on the loops
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Small Loop as a Special Case

= The far-field patterns for a loop of any size is given by

60 I
Ey = n,ia [ ]]1(,861 sind)
Hy = 'Bzy]h(ﬁa sinf)

= For small arguments of the first-order Bessel function, the following approximate
relation can be used

Ji(x) = ;

= When x = % , the approximation is about 1% in error.

= The relation becomes exact as x approaches to zero.
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Small Loop as a Special Case

= Thus, if the perimeter of the loop is 1/3 or less (CA < %) far-field equations for a
small loop is

60mBa [I] (Ba sind 60mB%a? (I
By = 7T[j [](IB > )= n,BZT [](Sin9)= Azr (sind)

120 %[I]sin® A

E¢ — >

r A

2m\° _
- _ Pall] (Basind _,Bzaz[l] sinf (T) a-|1] sin@
0~ 2T 2 B 4r - 4r

" _n[I] sinf@ A
o r A?
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Aperture Antennas

= The term aperture refers to an opening in an otherwise closed surface.

= As applied to antennas, aperture antennas represent a class of antennas that are
generally analyzed considering the antenna as an opening in a surface.

= Typical antennas that fall in this category are the slot, horn, reflector, and lens
antennas.

= Aperture antennas are most common at microwave frequencies.

= Aperture antennas are very practical for space applications, because they can be
flush mounted on the surface of the spacecraft or aircraft.

= Their opening can be covered with a dielectric material to protect them from
environmental conditions. This type of mounting does not disturb the aerodynamic
profile of the craft, which in high-speed applications is critical.
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Wire Antennas Vs Aperture Antennas

= The radiation characteristics of wire antennas can be determined once the current
distribution on the wire is known.

= For many configurations, however, the current distribution is not known exactly
and only physical iIntuition or experimental measurements can provide a
reasonable approximation to it. This IS even more evident In aperture antennas
(slits, slots, waveguides, horns, reflectors, lenses).

= The central idea used in the analysis of aperture type antennas is the conversion of
the original antenna geometry into an equivalent geometry which can be looked at
as radiation through an aperture in a closed surface.

= [n case of wire antennas, the fields of an antenna are expressed Iin terms of the
vector potential which, In turn, is an integral over the current distribution on the
antenna surface. The major difficulty in computing the fields of an aperture type
antenna is the integration over a complex surface of the antenna.

17



Wire Antennas Vs Aperture Antennas

= This issue iIs somewhat simplified by converting the antenna into an aperture
problem, using the field equivalence principle.

= The aperture geometry iIs conveniently chosen as some regular surface so that the
Integration can be carried out with much less effort.

= All that is needed is the knowledge of the tangential E or H fields in the aperture
to compute the far-fields of the antenna

= Obviously, some approximation is involved in determining the tangential fields in
the aperture, but in general, the computed far-fields are fairly accurate for all
practical purposes, If sufficient care iIs taken in arriving at this approximation.
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Field Equivalence Principle

= The field equivalence is a principle by which actual sources, such as an antenna
and transmitter, are replaced by equivalent sources. The fictitious sources are said
to be equivalent within a region because they produce the same fields within that
region.

= FEP Is based on

= Huygens’ Principle
= Unigueness Theorem

19



Huygens’ Principle

= “Each point on a primary wavefront can be considered to be a new source of a
secondary spherical wave and that a secondary wave front can be constructed as
the envelope of these secondary waves ”.

Spherical
wave
front

(@) (b)
Plane wave
front
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Uniqueness Theorem

= “4 field in a lossy region is uniquely specified by the sources within the region
plus the tangential components of the electric field over the boundary, or the
tangential components of the magnetic field over the boundary, or the former over
part of the boundary and the latter over the rest of the boundary”.

= “For a given set of sources and boundary conditions in a lossy medium, the
solution to Maxwell s equations IS unique ”.

= Consider a source-free volume V In an isotropic homogeneous medium bounded
by a surface S, and let (E,, H;) be the fields inside it produced by a set of sources
external to the volume.

= Now, let (E,, H,) be another possible set of fields in the volume V.

= [t can be shown that if either the tangential E or the tangential H is the same on the
surface S for the two sets of solutions, the fields are identical everywhere in the
volume. This Is known as the unigueness theorem.
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Uniqueness Theorem

= |t IS Important to note that it is sufficient to equate either the tangential E or the
tangential H on S for the solution to be unique.

= [n other words, in a source-free region the fields are completely determined by the
tangential E or the tangential H on the bounding surface.

= Although the uniqueness theorem is derived for a dissipative medium, one can
prove the theorem for a lossless medium by a limiting process as loss tends to
Zero.
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Love’s Field Equivalence Principle

= Consider a set of current sources in a homogeneous isotropic medium producing
electromagnetic fields E and H everywhere.

= Enclose all the sources by a closed surface S, separating the entire space into two
parts, volume V,containing the sources and the volume V, being source-free.

= |_et the surface S be chosen such that it is also source-free.
= Let i be a unit normal to the surface drawn from V; into V..

Fields and Sources
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Love’s Field Equivalence Principle

= According to the field equivalence principle, the fields in V, due to the sources in

volume V, can also be generated by an equivalent set of virtual sources on surface
S, given by

]S=ﬁXH
Mg=-nXxE=EXn

where E and H are the fields on the surface S produced by the original set of sources
In volume V,.

= Further the set of virtual sources produce null fields everywhere in V.

= Here M represents the magnetic surface current density and Jg the electric surface
current density.
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Love’s Field Equivalence Principle

Three forms of the field equivalence principle: (a) surface current densities Jg and
M, on the surface S, (b) surface current density Mg alone on the surface S, which

IS a conducting surface, and (c) surface current density Jq alone on the surface S,
which is a magnetic conductor surface
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Love’s Field Equivalence Principle

= The proof of this principle makes use of the unigueness theorem.

= Consider a situation where the fields in volume V, are the same as before, (E,H),
but we delete all the sources in V,; and assume the fields to be identically zero
everywhere in V.

= At the boundary surface, S, the fields are discontinuous and, hence, cannot be
supported unless we introduce sources on the discontinuity surface.

= Specifically, we introduce surface current sheets on S, such that J¢ =n x H and
Mg = E X 1, so that the boundary conditions are satisfied.

= Since the tangential E and H satisfy the boundary conditions, it is a solution of
Maxwell’s equations, and from the uniqueness theorem, it is the only solution.

= Thus, the original sources in V; and the new set of surface current sources
produce the same fields (E,H) in the volume V,. Therefore, these are equivalent
problems as far as the fields in the volume V, are concerned.
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Love’s Field Equivalence Principle

= Let us assume that the medium inside S is replaced by a perfect electric conductor
(c =o0). The introduction of the perfect electric conductor shorts out electric
current density (Js=0) and there exists only a magnetic current density Mg as
shown in Fig.(b).

= Let us assume that instead of placing a perfect electric conductor within S, we
Introduce a perfect magnetic conductor which will short out the magnetic current
density and reduce the equivalent problem to that shown in Fig.(c).

217



Horn Antennas

= Microwave Antenna

= Used as a feed element for large radio astronomy, satellite tracking and
communication dishes.

= Used as a feed for reflectors and lenses

= [t Is a common element of phased arrays and serves as a universal standard for
calibration and gain measurements of other high-gain antennas.

= |ts widespread applicability stems from its
= simplicity In construction
= ease of excitation
= versatility
= large gain and preferred overall performance.
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Horn Antennas

= A horn antenna may be regarded as a flared-out (or opened-out) waveguide.

= Function of the horn is to produce a uniform phase front with a large aperture than
that of the waveguide and hence greater directivity.

= Jagadis Chandra Bose constructed a pyramidal horn in 1897.
= Horn antennas (Rectangular/Circular) are energized from waveguides.

= To minimize the reflections of the guided wave, the transition region or horn
between the waveguide at the throat and free space at the aperture could be given a
gradual exponential taper as in fig(a) or fig(e).

= Assuming that the rectangular waveguide is energized with a TE,, mode wave
electric field (E in the y direction), the horn in fig(b) is flared out in a plane
perpendicular to E. This is the plane of the magnetic field H. Hence, this type of

horn is called a sectoral horn flared in H plane or simply an H-plane sectoral
horn.

29



Rectangular Horn Antennas

Yy X
Waveguide ‘_/_,'
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(¢) Sectoral E-plane

(a) Exponentially tapered pyramidal
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(b) Sectoral H-plane () Pyramidal
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Horn Antennas

= The horn in fig(c) is flared out in the plane of the electric field E, and hence is
called an E-plane sectoral horn.

= A rectangular horn with flare in both planes, as in fig(d), is called a pyramidal
horn.

= Horn shown in fig(f) Is a conical type.

= When excited with a circular waveguide carrying a TE;; mode wave, the electric
field distribution at the aperture is as shown by the arrows.

= Horn in fig(g) and fig(h) are biconical types.
= TEM Biconical antenna is excited in the TEM mode by a vertical radiator.

= TE,, Biconical antenna Is excited in the TEy, mode by a small horizontal loop
antenna

= Biconical horns are non-directional in the horizontal plane.
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Circular Horn Antennas

:
§ {
e

(g) TEM biconical
|

(¢) Exponentially tapered

(f) Conical

(h) TE(N biconical
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Horn Antennas — Design Principle

= The principle of equality of path length(Fermat’s principle) is applicable to the
horn design but with a different emphasis.

= |[nstead of requiring a constant phase across the horn mouth, the requirement is
relaxed to a one where the phase may deviate, but by less than a specified amount

§, equal to the path length difference between a ray traveling along the side and
along the axis of the horn.

= Design parameters:
= E-plane : 6% Is the flare angle (deg) and a Is the aperture dimension (m)
= H-pane: 8y Is the flare angle (deg) and ay Is the aperture dimension (m)
= | = Horn Length (m)
= § = path length difference (m)
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Horn Antennas — Design Principle

Horn mouth
(a) Pyramidal horn antenna
@ (T |||\i

Rectangular
waveguide

[

L~ hath ot (b) Cross section with dimensions

used in analysis

(b)
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Horn Antennas — Design Equations

= From the figure,

o L

ST ILxs L+6
0 a/2 a
T LY 2L +0)
a 6/2

tang_ 2(L+6) a

7 L - 2L L

L+6

= From the geometry, we have also that

a2 a’ a?
(L+5V=L?+§)=;H+61+uﬁ=LL+Z=:M+Qu%:Z

a? 4 Q 4, L
=>L=— (6K L)and 0 =2 tan =2 cos  ——

86 2L L+6

a/?2
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Horn Antennas — Design Constraints

= |In E-plane of horn, § < 0.251
= |In H-plane, § = 0.4A (Since E goes to zero at the horn edges)

= To obtain as uniform an aperture distribution as possible, a very long horn with a
small flare angle is required. Practically, the horn should be as short as possible.

= If & Is a sufficiently small fraction of a wavelength, the field has nearly uniform
phase over the entire aperture.

= For a constant length L, the directivity of the horn increases (beamwidth
decreases) as the aperture a and flare angle 8 are increased.

= However, if the aperture and flare angle become so large that § = 180", the field
at the edge of the aperture is in phase opposition to the field on the axis.

= For all but very large flare angles, the ratio L/(L + &) is so nearly unity that the
effect of the additional path length & on the distribution of the field magnitude can
be neglected.
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Horn Antennas — Design Constraints

= However, when § = 180", the phase reversal at the edges of the aperture reduces
the directivity (increases sidelobes).

= |t follows that the maximum directivity occurs at the largest flare angle for which
d does not exceed a certain value (&;).

= Thus, the optimum horn dimensions can be related by

B L
~ cos(6/2)

o — L = optimum 6

_ Gpcos(6/2)
1——cos(6/2)

= optimum length
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Rectangular Horn Antennas

= Referring to the following figure, the total flare angle in the E plane is 8 and the
total flare angle in the H plane is 8. The axial length of the horn from throat to

aperture is L and the radial length is R.

H-plane cross section

E-plane cross section
(b)

(@)
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Rectangular Horn Antennas

7
6= 20° O O Q Q 0 £E-plane
R=1\ R=2)\ R =4\ R =8\ R =16\ e
0= 20° ' e — Measured E-plane and
H-plane field patterns of

rectangular horns as a
function of flare angle

: O Q Q 0 O @ o and horn length
_se ; » L (5)
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Rectangular Horn Antennas

= Patterns measured by Donald Rhodes are shown in above figure.

= In (a), the patterns in the E plane and H plane are compared as a function of R.
Both sets are for a flare angle of 20°. The E-plane patterns have minor lobes
whereas the H-plane patterns have practically none.

= In (b), measured patterns for horns with R = 81 are compared as a function of
flare angle. In the upper row E-plane patterns are given as a function of the E-
plane flare angle 8, and in the lower row H-plane patterns are shown as a function
of the H-plane flare angle 6.
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Rectangular Horn Antennas

= For a flare angle 8z = 50°, the E-plane pattern is split, whereas for 8, = 50°, the
H-plane pattern is not.

= This is because a given phase shift at the aperture in the E-plane horn has more
effect on the pattern than the same phase shift in the H-plane horn.

= In the H-plane horn, the field goes to zero at the edges of the aperture, so the
phase near the edge is relatively less important.

= Accordingly, we should expect the value of §, for the H plane to be larger than
for the E plane.

= From Rhodes's experimental patterns, optimum dimensions were selected for both
E- and H-plane flare as a function of flare angle and horn length L.

= These optimum dimensions are indicated by the solid lines in the following figure.
The corresponding half-power beam widths and apertures in wavelengths are also
Indicated.
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Rectangular Horn Antennas

5o=0.4)\
50° X
bo=7" 20
40°
Half-power
< 30° 13l 4171 2 beam widths
B 12° -
= e 11155
g /
o ° d
& =2 & L Apx
S E plane Apertures
o 9 ~sJ¥in
e 15 \| \wavelengths
Half-power gy
beam widths
102 3 4 5 6 7 B810 12141617820 25 30

Horn length, L,

Experimentally determined optimum dimensions for rectangular horn antennas. Solid curves give relation of flare angle 05 in
E plane and flare angle 6 in H plane to horn length. The corresponding half-power beamwidths and apertures in wavelengths
are indicated along the curves. Dashed curves show calculated dimensions for §, = 0.251 and §, = 0.4A.
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Rectangular Horn Antennas

= The dashed curves show the calculated dimensions for a path length 6, = 0.251
and 6, = 0.44.

= The value of 0.25A1 gives a curve close to the experimental curve for E-plane flare,
while the value of 0.44 gives a curve close to the experimental one for H-plane
flare over a considerable range of horn length.

= Thus, the tolerance In path length is greater for H-plane flare than for E-plane
flare, as indicated above.
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Rectangular Horn Antennas

= The directivity (or gain, assuming no loss) of a horn antenna can be expressed In
terms of its effective aperture. Thus,

Aml, AmegyA,
2z R

where A, = effective aperture, m*; A, = physical aperture, m?; ,,, = aperture

efficiency; A = wavelength, m

= For a rectangular horn A, = ag ay and for a conical horn A, = mr?, where
r = aperture radius. It is assumed that a;, ay or r are all at least 14.

= Taking &4, = 0.6,

75 A, 75 A, |
D = P =D = 1010g PP (dBl) =D =10 log(7 5aE,1 aHA)

where az; = E-plane aperture in A ; ay; = H-plane aperture in A

D =
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Rectangular Horn Antennas - Example

(a) Determine the length L, H-plane aperture and flare angles 8, and 684 (in the E

and H planes respectively) of a pyramidal horn for which the E-plane aperture

ar = 10A. The horn is fed by a rectangular waveguide with TE;, mode. Let

d = 0.24 in the E-plane and 0.3754 in the H-plane. (b) What are the beamwidths?

(c) What is the directivity?

Solution:

Taking § = 0.24 in the E-plane, the required horn length

a’? (1010?1004
= = = 62.51

86 8x0.21 1.6

L =

Flare angle in E-plane is

9. =2 tan-12E — 2 tan-! 104 — 2 tan~! 10 =91°
g= et oy = el o 6252) T \15) T 7
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Rectangular Horn Antennas - Example

Taking 6 = 0.375 A in the H-plane, the flare angle in the H-plane

R A 62.51 et (625N _ o
H= 4008 s =499 \6251+03751) — < \e2875) T °©

H-plane aperture is

(e}

9 1
ay = 2L tan7H =2 X 62.51 tan< ) = 1251 x 0.109 = 13.74

56 56

HPBW (E — Plane) =—=——=175.6
aAr) 10
67 67 .
HPBW (H — Plane) = = =49
Ay 13.7

D = 10log(7.5 ag; ayy) = 10log(7.5 x 10 x 13.7) = 30.1 dBi
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Conical Horn Antennas

= Conical Horn can be directly excited from a circular waveguide.

= Dimensions can be determined from the following expressions by taking
5o = 0.324,

L
Sy = — L = opti )
0= 05(072) optimum
dycos(6/2)
T —cos(@/2) optimum leng

= For optimum conical horns,
HPBW (E — plane) = 60/ag;
HPBW (H — plane) = 70/ay;
These values are about 6% more than the values for a rectangular horn.
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Conical Horn Antennas

= Biconical horns have patterns that are non-directional in the horizontal plane (axis
of horns vertical).

= These horns may be regarded as modified pyramidal horns with a 360" flare angle
In the horizontal plane.

= The optimum vertical-plane flare angle is about the same as for a sectoral horn of
the same cross section excited in the same mode.
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Ridge Horns

= A central ridge loads a waveguide and increases its useful bandwidth by lowering
the cutoff frequency of the dominant mode.

= Rectangular guides with single and double ridges are shown in the following
figures(a) and (b)
= A very thin ridge or fin is also effective in producing the loading of a central ridge.

It may consist of a metal-clad ceramic sheet which facilitates the installation of
shunt circuit elements as suggested in figure(c).

Fin

y
EA/ Diode

Single Double Fin line with
ridge ridge diode

(a) (b) (c)
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Ridge Horns

= Cutoff frequency can be lowered by placing dielectric material in the waveguide,
but this does not increase the bandwidth and it may increase losses.

= By continuing a double-ridge structure from a waveguide into a pyramidal horn as
suggested in the following figure, the useful bandwidth of the horn can be
Increased manyfold.

Double-ridge or Vivaldi horn with coaxial feed.
The view at (a) Is a cross section at the feed point.
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Septum Horns

= Although the electric field in the H plane of a pyramidal horn tends to zero at the
edges, resulting in a tapered distribution and reduced sidelobes, the electric field in
the E plane may be close to uniform in amplitude to the edges, resulting in
significant sidelobes.

= By introducing septum plates bonded to the horn walls, a stepped-amplitude
distribution can be achieved in the E plane with a reduction in E-plane sidelobes.

= Typically, the first sidelobes of a uniform amplitude distribution are down about
13 dB.

= A cosine field distribution is approximated with a 1:2:1 stepped amplitude
distribution with apertures also in the ratio 1:2:1 as suggested in the following
figure. To achieve this distribution, the septums must be appropriately space at the
throat of the horn.
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Septum Horns

Top T e
aperture h Y. .—Cosine
; Y, distribution
Central _i' \
aperture \

Bottom
aperture

b
E at horn
mouth

Two-septum horn with 1:2:1 stepped amplitude distribution in field intensity at
mouth of horn
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Corrugated Horns

= Corrugated horns can provide reduced edge diffraction, improved pattern
symmetry and reduced cross-polarization (less E field in the H plane).

= Corrugations on the horn walls acting as 1/4 chokes are used to reduce E to very
low values at all horn edges for all polarizations. These prevent waves from
diffracting around the edges of the horn (or surface currents flowing around the
edge and over the outside).

= The reactance at open end of corrugation Is

2ntd
X = 377 tan <T> (.Q.)

= Corrugations with depth d = 1/2 act as conducting surface (X = 0)
= Corrugations with depth d = 1/4 present a high impedance (X = o)
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Corrugated Horn

A4
A4 corrugations detach

wave from horn walls
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Transition

Brass ridges

A/2 corrugations keep wave l
bound as though to a 6.4\
conducting surface

Cross section of circular waveguide-fed corrugated horn with corrugated transition
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Aperture-Matched Horn

= By attaching a smooth curved (or
rolled) surface section to the

r outside of the aperture edge of a
e Curved horn, a significant improvement in
ggggon the pattern, Impedance and
bandwidth characteristics can be

achieved.

= This arrangement is an attractive
alternative to a corrugated horn.

= The shape of the rolled edge is not
critical but its radius of curvature
should be at least 1/4.
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Slot Antennas

= Slot antennas are useful in many applications, especially where low-profile or
flush installations are required as, for example, on high-speed aircraft.

A A
Al 80 1

et —
Y s
= The antenna shown in above figure, consisting of two resonant A/4 stubs
connected to a 2-wire transmission line, forms an inefficient radiator. The long
wires are closely spaced (w « A) and carry currents of opposite phase so that
their fields tend to cancel. The end wires carry currents in the same phase, but they

are too short to radiate efficiently. Hence, enormous currents may be required to
radiate appreciable amounts of power.
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Slot Antennas

= The antenna shown in the following figure is a very efficient radiator. In this
arrangement a A/2 slot is cut in a flat metal sheet. Although the width of the slot is
small (w « 1), the currents are not confined to the edges of the slot but spread out
over the sheet. This is a simple type of slot antenna. Radiation occurs equally from
both sides of the sheet. If the slot Is horizontal, as shown, the radiation normal to

the sheet is vertically polarized.
Metal sheet

7
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Slot Antennas - Methods of Feeding

= A slot antenna may be conveniently energized with a coaxial transmission line as
In the following figure(a).

= The outer conductor of the cable is bonded to the metal sheet. Since the terminal
resistance at the center of a resonant A/2 slot in a large sheet is about 5002 and
the characteristic impedance of coaxial transmission lines is usually much less, an
offset feed as shown in figure(b) may be used to provide a better impedance
match.

= For a 500 coaxial cable, the distance s =~ 1/20.

Slot Orientation Horizontal Slot Vertical Slot
as shown in figure (c) as shown in figure (d)

Wave Polarization Vertical Polarization Horizontal Polarization
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Slot antennas fed by coaxial transmission lines
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Boxed-in Slot Antenna

= A flat sheet with a /2 slot radiates equally on both sides of the sheet. However, if
the sheet is very large (ideally infinite) and boxed in as shown in the following
figure, radiation occurs only from one side.

= |f the depth d of the box is appropriate (d~A/4 for a thin slot), no appreciable
shunt susceptance appears across the terminals. With such a zero susceptance box,
the terminal impedance of the resonant A/2 slot is nonreactive and approximately
twice its value without the box, or about 1000Q.

L
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Boxed-in Slot Antenna as Flush Radiator

= The boxed-in slot antenna might be applied even at relatively long wavelengths by
using the ground as the flat conducting sheet and excavating a trench A/2 long by
A/4 deep as shown in the following figure.

Max. _’Min
Z
A2
=
Max. e == Max
|
? ( l/ /'I_/—)
| e
—Ground 1 f’,//
/ }\T | s oz
Min, 74 [ eT A
4 | 2
_Lk__l/

= Radiation is maximum in all directions at right angles to the slot and Is zero along
the ground in the directions of the ends of the slot. The radiation along the ground

Is vertically polarized.
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Waveguide-fed Slot

= Radiation from only one side of a large flat sheet may also be achieved by a slot
fed with a waveguide as shown in the figure. With the transmission in the guide in
the TE,, mode, the direction of the electric field E is as shown.

= The width L of the guide must be more than A/2 to transmit energy, but it should
be less than 14 to suppress higher-order transmission modes. With the horizontal
slot, the radiation normal to sheet is vertically polarized.
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Broadside Array of Slots in a Waveguide

= An array of slots may be cut in the waveguide as shown in the figure so as to
produce a directional radiation pattern.
= By cutting inclined slots as shown at intervals of A,/2 (where A, is the guide

wavelength), the slots are energized In phase and produce a directional pattern
with maximum radiation broadside to the guide.

= |f the guide is horizontal and E inside the guide is vertical, the radiated field is

horizontally polarized.
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Slot Antenna Vs Complementary Dipole

W’/j{//// //% AN T

( (b)

A A/2slot in an infinite sheet (a) and a complementary A/2 dipole antenna (b)
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Slot Antenna Vs Complementary Dipole

Slot in sheet in
x-z plane

o"
-

(a) (b)

Radiation-field patterns of slot in an infinite sheet (a) and of complementary dipole
antenna (b). The patterns have the same shape but with E and H interchanged.
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Babinet’s Principle

= Babinet’s principle in optics states that when the field behind a screen with an
opening Is added to the field of a complementary structure, the sum is equal to the
field when there is no screen .

= et a source and 2 imaginary planes, plane of screens A and plane of observation
B, be arranged as in the following figure.

= Case 1: Let a perfectly absorbing screen be placed in plane A. Then in plane B
there Is a region of shadow as indicated. Let the field behind this screen be some
function f; of x, y and z. Thus,

FS — fl(x;y;Z)

= Case 2: Let the first screen be replaced by its complementary screen and the field
behind it be given by

FCS = fZ(x'y'Z)
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Babinet’s Principle

= Case 3: With no screen, the field is
FO = fB(xinZ)

= Babinet’s principle asserts that at the same point x, y, z,
FS + FCS — FO
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Babinet’s Principle

A

Plane of

Plane of screens | observation
N
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Source

B

Shadow

Case 1
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Babinet’s Principle

Complementary
Shadow

Source

Case 2
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Babinet’s Principle

Mo screen

Case 3
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Booker’s Extension of Babinet’s Principle

= Babinet’s principle has been extended and generalized by Booker to take into
account the vector nature of the electromagnetic field.

= |n this extension, it is assumed that the screen is plane, perfectly conducting and
Infinitesimally thin.

= Furthermore, if one screen is perfectly conducting (o = o), the complementary
screen must have infinite permeability (u = ).

= Thus, If one screen is a perfect conductor of electricity, the complementary screen
Is a perfect conductor of magnetism.

= No infinitely permeable material exists, but the equivalent effect may be obtained
by making both the original and complementary screens of perfectly conducting
material and interchanging electric and magnetic quantities everywhere.
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Booker’s Extension of Babinet’s Principle

= Case 1: The dipole is horizontal and the original screen is an infinite, perfectly
conducting, plane, infinitesimally thin sheet with a vertically cut out slot as

Indicated. At a point P behind the screen the field is E;.

= Case 2: The original screen is replaced by the complementary screen consisting of
a perfectly conducting, plane, infinitesimally thin strip of the same dimensions as
the slot In the original screen. In addition, the dipole source is turned vertical so as

to interchange E and H. At the same point P behind the screen the field is E,.

= Case 2 Alternative: The dipole source is horizontal and the strip iIs also turned

horizontal.

= Case 3: No screen Is present and the field at point P is E,. Then, by Babinet’s

principle,

Eq

Eo

E;

E1+E2:EO :_-l‘—:l

Eq
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Booker’s Extension of Babinet’s Principle
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Impedance of Slot Antenna

= Knowing the impedance Z; of the complementary dipole antenna, the impedance
Z . of the slot antenna can be determined.

= Consider the slot antenna and the complementary dipole antenna as shown in the
following figure. The terminals of each antenna are Indicated by FF, and it is
assumed that they are separated by an infinitesimal distance. It is assumed that the
dipole and slot are cut from an infinitesimally thin, plane, perfectly conducting
sheet.

= |_et a generator be connected to the terminals of the slot antenna. The driving point
Impedance Z at the terminals is the ratio of the terminal voltage V, to the terminal
current I.

= Let E; and H, be the electric and magnetic fields of the slot at any point P.
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Impedance of Slot Antenna

///// %

(@) (b)
Slot antenna (a) and complementary dipole antenna (b)
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Impedance of Slot Antenna

= The voltage V; at the terminals FF of the slot is given by the line integral of E
over the path C; as C; approaches zero. Thus,

Vo= Jim, | s )
where dl = infinitesimal vector element of length dl along the contour or path C;.
= The current I at the terminals of the slot is

I = chzlino . H, -dl (2)

= The path C, is just outside the metal sheet and parallel to its surface. The factor 2
enters because only % of the closed line integral is taken, the line integral over the
other side of the sheet being equal by symmetry.
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Impedance of Slot Antenna

= Let a generator be connected to the terminals of the dipole. The driving-point
Impedance Z,; at the terminals Is the ratio of the terminal voltage V,; to the
terminal current I;. Let E; and H,; be the electric and magnetic fields of the dipole
at any point P. Then the voltage at the dipole terminals is

C2—>0 CZ
= Current at the dipole terminals is
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Impedance of Slot Antenna

= However,
lim [ E; -dl=Z, lim r H, - dI (5)
CZ_)OJCZ C2—>OJC2
lim f Hd-dl=l1im f E, -dl (6)
€10 Jc, A Cl—>oJC1

where Z, is the intrinsic impedance of the surrounding medium.
= Substituting (3) and (2) in (5) yields,

Z

Va == 1Is (7)
= Substituting (4) and (1) in (6) gives,
Z

V== 1q (8)

2
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Impedance of Slot Antenna

= Multiplying (7) and (8) we have

Ve Va Z§
I, I; 4
= /. 7/ =Z_§ = |/ =Z_§
sTd T g ST 47,
= For free space Z, = 376.7 (),
Z5 35476
Zg = = (Q)
47 4 Zg

(9)
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Impedance of Slot Antenna-Example Calculation

The impedance of an infinitesimally thin A/2 antenna (L = 0.54,L/D = o) is
73 + j42.5 . Calculate the terminal impedance of an infinitesimally thin 1/2 slot
antenna.

Given:

Zg=734+j4250Q
Solution:

, Z§ 35476 35476
S 4z,  Z;  73+j425

=363 —j2110Q
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Reflector Antennas

= Reflectors are widely used to modify the radiation pattern of a radiating element.

= For example, the backward radiation from an antenna may be eliminated with a
plane sheet reflector of large enough dimensions.

= [n the more general case, a beam of pre-determined characteristics may be
produced by means of a large, suitably shaped, and illuminated reflector surface.

= Reflector antenna is basically a combination of feed and reflecting surface to
achieve high directivity at microwave frequencies.

= The feed is known as primary antenna and it can be slot, dipole or horn antenna.

= The reflector Is also known as secondary antenna and it is a metallic plate which
may be curved or flat and used to direct the incident energy in a specific direction
to achieve high directivity

= Applications: Radars, radio astronomy, microwave communication, and satellite
tracking
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Reflectors of various shapes

Large flat

sheet

Small flat Thin linear reflector element

E ; sheet
Lmear antenna

(driven element)

(c)
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Reflectors of various shapes

= Figure(a) has a large, flat sheet reflector near a linear dipole antenna to reduce the
backward radiation.

= With small spacings between the antenna and sheet, this arrangement also yields a
substantial gain in the forward radiation.

= The desirable properties of the sheet reflector may be largely preserved with the
reflector reduced in size as in figure(b) and even in the limiting case of figure(c).

= Here the sheet has degenerated into a thin reflector element.

= Whereas the properties of the large sheet are relatively insensitive to small
frequency changes, the thin reflector element is highly sensitive to frequency
changes.
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Reflectors of various shapes

Active Egﬁ;\:e Parabolic
paio; reflector

reflector reflector
/ —*
i
>
Driven element

Aperture / at focus

Aperture
> Aperture
Driven 4 ¢
element
(d) (e) (f)
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Reflectors of various shapes

= With two flat sheets intersecting at an angle a (< 180) as in figure(d), a sharper
radiation pattern than from a flat sheet reflector (¢ = 180°) can be obtained. This
arrangement, called an active corner reflector antenna, iIs most practical where
apertures of 1 or 24 are of convenient size.

= A corner reflector without an exciting antenna can be used as a passive reflector
or target or radar waves. In this application the aperture may be many
wavelengths, and the corner angle is always 90°. Reflectors with this angle have
the property that an incident wave is reflected back toward its source as in
figure(e), the corner acting as a retroreflector.

= Parabolic reflectors can be used to provide highly directional antennas as shown in
figure(f). The parabola reflects the waves originating from a source at the focus
Into a parallel beam, the parabola transforming the curved wave front from the
feed antenna at the focus into a plane wave front.
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Reflectors of various shapes

Hyperbolic

: Circular
n reflector
Driven element \\ i
_____ \
-<"\|' AP «Driven Driven
/ N i element element
L Virtualp ">~_
- =
et gse focus/
Elliptical Ellip ,
reflector /

(&) (h) (/)
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Reflectors of various shapes

= Many other shapes of reflectors can be employed for special applications.

= For instance, with an antenna at one focus, the elliptical reflector as shown in
figure (g) produces a diverging beam with all reflected waves passing through the
second focus of the ellipse.

= Examples of reflectors of other shapes are the hyperbolic and the circular
reflectors as shown in figure(h) and (i).
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Parabolic Reflector

= The surface generated by the revolution of a parabola around its axis is called a
paraboloid or a parabola of revolution.

= If an isotropic source Is placed at the focus of a paraboloidal reflector as iIn
figure(a), the portion A of the source radiation that Is intercepted by the paraboloid
Is reflected as a plane wave of circular cross section provided that the reflector
surface deviates from a true parabolic surface by no more than a small fraction of
a wavelength.

= |f the distance L between the focus and vertex of the paraboloid is an even number
of A/4, the direct radiation in the axial direction from the source will be In
opposite phase and will tend to cancel the central region of the reflected wave.

= However, if L =nA/4 where n=1,3,5,..., the direct radiation in the axial
direction from the source will be In the same phase and will tend to reinforce the
central region of the reflected wave.
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Parabolic Reflector

A
D . Secondary pattern
L Y. e
V

Isotropic source pattern
(primary pattern)

Y

”Tx (@)

Parabolic reflectors of different focal lengths (L) with sources of different patterns
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Parabolic Reflector

= Direct radiation from the source can be eliminated by means of a directional
source or primary antenna as in figure(b) and (c).

= A primary antenna with the idealized hemispherical pattern is shown in figure(b)
results in a wave of uniform phase over the reflector aperture. However, the
amplitude is tapered as indicated.

= To obtain a more uniform aperture field distribution or illumination, It Is necessary
to make 6, small, as suggested in figure(c), by increasing the focal length L while
keeping the reflector diameter D constant.

= A typical pattern for a directional source as indicated by the dashed curve at (c)
(left) gives a more tapered aperture distribution as shown by the dashed curve at
(c) (right). The greater amount of taper with resultant reduction In edge
Illumination may be desirable in order to reduce the minor-lobe level, this being
achieved, however, at some sacrifice in directivity.
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Parabolic Reflector

# Tapered illumination
I
l
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D I
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Parabolic reflectors of different focal lengths (L) with sources of different patterns
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Parabolic Reflector

P,
A . Tapered illumination
5 N with dashed primary pattern
5
9 \[¥ Nearly uniform illumination
i I F ith solid pri
7 B with solid primary pattern
=X ) Primary /
= patterns //
X \” B> a2 B
P, (c) Relative field

intensity

Parabolic reflectors of different focal lengths (L) with sources of different patterns
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Parabolic Reflector-(f/d) ratio

= The surface of a paraboloidal reflector is formed by rotating a parabola about its
axis. Its surface must be a paraboloid of revolution so that rays emanating from
the focus of the reflector are transformed into plane waves. The design is based on
optical techniques, and it does not take into account any deformations
(diffractions) from the rim of the reflector.

= Referring to the following figure and choosing a plane perpendicular to the axis of
the reflector through the focus, it follows that

OP + PQ = constant = 2f (1)
= From the figure, 0
OP =7’
P P
cos @' = Q= Q=>PQ=T’COSH’

OP r'
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Parabolic Reflector-(f/d) ratio

_—

- ____Y .
<

Two-dimensional configuration of a paraboloidal reflector

94



Parabolic Reflector-(f/d) ratio

= Eg.(1) can be written as

_ %
14 cosO’

r'(14+cos@’) =2f = |r' =fsecz<%) 0 <0,

= Since a paraboloid iIs a parabola of revolution (about its axis), above equation Is
also the equation of a paraboloid in terms of the spherical coordinates r',0’, ¢'.
Because of its rotational symmetry, there are no variations with respect to ¢’.
Above equation can also be written in terms of the rectangular coordinates
x',y',z". That is,

r'+1" cos@ =(xN2+ )2+ (2N + 2z =2f

= V()2 + )2+ (2)? =2f -2
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Parabolic Reflector-(f/d) ratio

= V()2 + (N2 + (2)?2 =2f -2
= Squaring on both sides,
()2 + @D+ (2)° = @2f —2')?
= (@) + (V) +(2)? = 4f? + (2) — 4f 7
()2 + ()2 =4f (f — 2D with (x")? + (y')? < (d/2)?
= Another expression that is usually very prominent in the analysis of reflectors is
that relating the subtended angle 6, to the f/d ratio. From the geometry of

previous figure,
d/?2
0, = tan! <L)
Zo
where z, Is the distance along the axis of the reflector from the focal point to the
edge of the rim.
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Parabolic Reflector-(f/d) ratio

= \We can similarly have for point R (xg, v, zo) as
(%0)? + (¥0)?

(x0)* + Vo) = 4f (f — 2p) = af =f —z
oo CPHOO @2 &
0 4f 0 4f 0 16f
= Substituting above expression in 8, = tan™! (dz—/z) reduces it to
0
d/2 d
0, = tan~1 (—) = tan~1 2 >
Z0 _as
I =167
d
= 0, = tan~ ! Z
: L) -k
f I\d 16 97




Parabolic Reflector-(f/d) ratio

0, = tan~!

d
2

= f,=tan"!

d?
T

(

f

d

) 14

—
Q™
N

(@)

2

1
16

= |t can also be shown that another form of above expression is

~d {6
f = Z cot (7)
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Feed systems for Parabolic Reflectors

Axial/Front Feed:

= The overall radiation characteristics (antenna pattern, antenna efficiency,
polarization discrimination, etc.) of a reflector can be improved if the structural
configuration of its surface is upgraded.

= |t has been shown by geometrical optics that if a beam of parallel rays is incident
upon a reflector whose geometrical shape is a parabola, the radiation will converge
(focus) at a spot which iIs known as the focal point.

= |In the same manner, If a point source Is placed at the focal point, the rays
reflected by a parabolic reflector will emerge as a parallel beam.

= This 1s one form of the principle of reciprocity, and it Is demonstrated
geometrically in the following figure.

= The symmetrical point on the parabolic surface is known as the vertex. Rays that
emerge In a parallel formation are usually said to be collimated.

99



Feed systems for Parabolic Reflectors

Axial/Front Feed:

Reflector .
(parabola)

Vertex ¢ — _7: (focal point)
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Feed systems for Parabolic Reflectors

Axial/Front Feed:

= In practice, collimation is often used to describe the highly directional
characteristics of an antenna even though the emanating rays are not exactly
parallel. Since the transmitter (receiver) is placed at the focal point of the parabola,
the configuration is usually known as front fed.

= A A/2 antenna with small ground plane is shown in figure(a) and a small horn
antenna in figure(b).

= Drawbacks: The Presence of primary antenna in the path of reflected wave has 2
principal disadvantages:

= Waves reflected from the parabola back to the primary antenna produce
Interaction and mismatching.

= Primary antenna acts as an obstruction, blocking out the central portion of the
aperture and increasing the minor lobes. (Aperture Blockage).
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Feed systems for Parabolic Reflectors

Axial/Front Feed:

A/2 antenna
and reflector

>

Secondary
pattern Horn

;Primary

Primary pattern
3 pattern

(@) (b)
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Feed systems for Parabolic Reflectors

Axial/Front Feed:

= The disadvantage of the front-fed arrangement is that the transmission line from
the feed must usually be long enough to reach the transmitting or the receiving
equipment, which is usually placed behind or below the reflector.

= This may necessitate the use of long transmission lines whose losses may not be
tolerable in many applications, especially in low-noise receiving systems.

= |[n some applications, the transmitting or receiving equipment is placed at the focal
point to avoid the need for long transmission lines.

= However, In some of these applications, especially for transmission that may
require large amplifiers and for low-noise receiving systems where cooling and
weatherproofing may be necessary, the equipment may be too heavy and bulky
and will provide undesirable blockage.
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Feed systems for Parabolic Reflectors

Offset Feed:

= To eliminate some of the deficiencies of the symmetric configurations, offset-
parabolic reflector designs have been developed for single- and dual-reflector
systems.

= Offset-reflector designs reduce aperture blocking and VSWR. In addition, they
lead to the use of larger f/d ratios while maintaining acceptable structural rigidity,
which provide an opportunity for improved feed pattern shaping and better
suppression of cross-polarized radiation emanating from the feed.

= However, offset-reflector configurations generate cross-polarized antenna
radiation when illuminated by a linearly polarized primary feed. Circularly
polarized feeds eliminate depolarization, but they lead to squinting of the main
beam from boresight.

= |[n addition, the structural asymmetry of the system is usually considered a major
drawback
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Feed systems for Parabolic Reflectors

Offset Feed:

— & DO
Secondary
pattern

Horn
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\ Primary
‘\ pattern

|
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Feed systems for Parabolic Reflectors

Casseqgrain Feed:

= Another arrangement that avoids placing the feed (transmitter and/or receiver) at
the focal point is that shown in the following figure, and it is known as the
Cassegrain feed.

= Through geometrical optics, Cassegrain, a famous astronomer (hence its name),
showed that incident parallel rays can be focused to a point by utilizing two
reflectors.

= To accomplish this, the main (primary) reflector must be a parabola, the secondary
reflector (subreflector) a hyperbola, and the feed placed along the axis of the
parabola usually at or near the vertex.

= Cassegrain used this scheme to construct optical telescopes, and then its design
was copied for use in radio frequency systems.
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Feed systems for Parabolic Reflectors

Casseqgrain Feed:

Main
reflector e
(parabola) Subreflector
(hyperbola)
T = a T K
Parabola
Feed e focal Blockage
point
s o
S

107



Feed systems for Parabolic Reflectors

Casseqgrain Feed:

= For this arrangement, the rays that emanate from the feed illuminate the
subreflector and are reflected by it in the direction of the primary reflector, as if
they originated at the focal point of the parabola (primary reflector).

= The rays are then reflected by the primary reflector and are converted to parallel
rays, provided the primary reflector Is a parabola and the subreflector Is a
hyperbola.

= Diffractions occur at the edges of the subreflector and primary reflector, and they
must be taken into account to accurately predict the overall system pattern,
especially in regions of low intensity.

= Even In regions of high intensity, diffractions must be included if an accurate
formation of the fine ripple structure of the pattern is desired.
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Feed systems for Parabolic Reflectors

Casseqgrain Feed:

= With the Cassegrain-feed arrangement, the transmitting and/or receiving
equipment can be placed behind the primary reflector. This scheme makes the
system relatively more accessible for servicing and adjustments.

= [n general, the Cassegrain arrangement provides a variety of benefits, such as the
= ability to place the feed in a convenient location
= reduction of spillover and minor lobe radiation

= ability to obtain an equivalent focal length much greater than the physical
length

= capability for scanning and/or broadening of the beam by moving one of the
reflecting surfaces
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Feed systems for Parabolic Reflectors

Casseqgrain Feed:

= To achieve good radiation characteristics, the subreflector or subdish must be
several, at least a few, wavelengths in diameter.

= However, Its presence introduces shadowing which is the principal limitation of its
use as a microwave antenna.

= The shadowing can significantly degrade the gain of the system, unless the main
reflector is several wavelengths in diameter.

= Therefore the Cassegrain iIs usually attractive for applications that require gains of
40 dB or greater.
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Feed systems for Parabolic Reflectors

Gregorian Feed:

= One of the other reflector arrangements is the classical Gregorian design as shown
In the following figure, where the main reflector is a parabola while the
subreflector is a concave ellipse.

= The focal point is between the main reflector and subreflector. Its equivalent
parabola is shown dashed in the figure.

= When the overall size and the feed beamwidth of the classical Gregorian are
Identical to those of the classical Cassegrain, the Gregorian requires a shorter focal
length for the main dish.
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Feed systems for Parabolic Reflectors

Gregorian Feed:
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Microstrip antennas

= In high-performance aircraft, spacecraft, satellite, and missile applications, where
size, weight, cost, performance, ease of installation, and aerodynamic profile are
constraints, low-profile antennas may be required.

= Microstrip antennas are
»low profile
»conformable to planar and nonplanar surfaces

»simple and inexpensive to manufacture using modern printed-circuit
technology

»mechanically robust when mounted on rigid surfaces
»compatible with MMIC designs and

»when the particular patch shape and mode are selected, they are very versatile
In terms of resonant frequency, polarization, pattern, and impedance.
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Microstrip antennas

= Major operational disadvantages of microstrip antennas are their
»low efficiency
»low power
»High Q (sometimes in excess of 100)
»poor polarization purity
»poor scan performance
»>spurious feed radiation and

»very narrow frequency bandwidth, which is typically only a fraction of a
percent or at most a few percent.
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Basic Characteristics of Microstrip antennas

= Microstrip antennas received considerable attention starting in the 1970s, although
the idea of a microstrip antenna can be traced to 1953 and a patent in 1955.

= Microstrip antennas, as shown in Figure (a), consist of a very thin (t «< A,, where
Ao 1S the free-space wavelength) metallic strip (patch) placed a small fraction of a
wavelength (h <« A,, usually 0.003%, < h <0.054,) above a ground plane.

= The microstrip patch is designed so its pattern maximum is normal to the patch
(broadside radiator). This is accomplished by properly choosing the mode (field
configuration) of excitation beneath the patch.

= End-fire radiation can also be accomplished by judicious mode selection.
= For a rectangular patch, the length L of the element is usually A,/3 < L <A,/2.

= The strip(patch) and the ground plane are separated by a dielectric sheet (referred
to as the substrate), as shown in Figure (a).
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Basic Characteristics of Microstrip antennas
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Basic Characteristics of Microstrip antennas

= There are numerous substrates that can be used for the design of microstrip
antennas, and their dielectric constants are usually in the range of 2.2 < ¢ < 12.

= The ones that are most desirable for good antenna performance are thick
substrates whose dielectric constant is in the lower end of the range because they
provide better efficiency, larger bandwidth, loosely bound fields for radiation into
space, but at the expense of larger element size.

= Thin substrates with higher dielectric constants are desirable for microwave
circuitry because they require tightly bound fields to minimize undesired radiation
and coupling, and lead to smaller element sizes; however, because of their greater
losses, they are less efficient and have relatively smaller bandwidths.

= Since microstrip antennas are often integrated with other microwave circuitry, a
compromise has to be reached between good antenna performance and circuit
design.
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Basic Characteristics of Microstrip antennas

Thickness Frequency
Company Substrate (mm) (GHz) E, tand
Rogers Corporation Duroid® 5880 0.127 0—40 2.20 0.0009
RO 3003 1.575 0-40 3.00 0.0010
RO 3010 3.175 0-10 10.2 0.0022
RO 4350 0.168 0-10 3.48 0.0037
0.508
1.524
— FR4 0.05 - 100 0.001 4.70 —
DuPont HK 04] 0.025 0.001 3.50 0.005
[sola IS 410 0.05-3.2 0.1 5.40 0.035
Arlon DiClad 870 0.091 0-10 2.33 0.0013
Polyflon Polyguide 0.102 0-10 2.32 0.0005
Neltec NH 9320 3.175 0-10 3.20 0.0024
Taconic RF-60A 0.102 0-10 6.15 0.0038

Typical Substrates and Their Parameters
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Basic Characteristics of Microstrip antennas

= Often microstrip antennas are also referred to as patch antennas.

= The radiating elements and the feed lines are usually photoetched on the dielectric
substrate.

= The radiating patch may be square, rectangular, thin strip (dipole), circular,
elliptical, triangular, or any other configuration.

= Square, rectangular, dipole (strip), and circular are the most common because of
ease of analysis and fabrication, and their attractive radiation characteristics,
especially low cross-polarization radiation.

= Microstrip dipoles are attractive because they inherently possess a large
bandwidth and occupy less space, which makes them attractive for arrays.

= Linear and circular polarizations can be achieved with either single elements or
arrays of microstrip antennas.
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Basic Characteristics of Microstrip antennas

(a) Square (b) Rectangular (c) Dipole (d) Circular (e) Elliptical

(f) Triangular (g) Disc sector (h) Circular ring (i) Ring sector

Representative shapes of microstrip patch elements
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Microstrip antennas - Feeding Methods

= The four most popular configurations that can be used to feed microstrip antennas
are

»Microstrip Line Feed

» Coaxial Probe Feed

» Aperture Coupled Feed
»Proximity Coupled Feed
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Microstrip antennas - Feeding Methods

1. Microstrip Line Feed:

Substrate

Ground plane

(a) Microstrip line feed
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Microstrip antennas - Feeding Methods

1. Microstrip Line Feed:

= Easy to fabricate
= Simple to match by controlling inset position
= Simple to model

= As substrate thickness increases, surface waves and spurious feed radiation

Increase

= This limits the bandwidth
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Microstrip antennas - Feeding Methods

2. Coaxial line feed:

ad

™
Dielectric / Circular microstrip

substrate patch
EF

Coaxial connector Ground plane

(b) Probe feed
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Microstrip antennas - Feeding Methods

2. Coaxial line feed:

= [nner conductor attached to the patch and outer conductor to ground plane
= Easy to fabricate and to match

= Low spurious radiation

= Narrow bandwidth

= Difficult to model, especially for thick substrates
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Microstrip antennas - Feeding Methods

3. Aperture-coupled feed:

/
//4.\ . -
## Microstrip s

’d line /

(c) Aperture-coupled feed
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Microstrip antennas - Feeding Methods

3. Aperture-coupled feed:

= Non-contacting feed

= Most difficult to fabricate

= Narrow bandwidth

= Somewhat easier to model

= Moderate spurious radiation

= |ndependent optimization of feed mechanism and radiating element possible

= Feed line width and slot length used to control matching
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Microstrip antennas - Feeding Methods

4. Proximity-coupled feed:

Patch

7
7 .
/s Microstrip
/// line
77
< £
i rl

£

(d) Proximity-coupled feed
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Microstrip antennas - Feeding Methods

4. Proximity-coupled feed:

= Non-contacting feed

= Largest bandwidth

= Somewhat easy to model
= Low spurious radiation

= Fabrication somewhat more difficult

= Length of feeding stub and width-to-line ratio of patch can be used to control

matching
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Microstrip antennas - Feeding Methods

(b) Probe

\|
/1

(c) Aperture-coupled (d) Proximity-coupled

Equivalent circuits for typical feeds
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Microstrip antennas - Methods of Analysis

= There are many methods of analysis for microstrip antennas. The most popular
models are the transmission-line, cavity and full wave (which include primarily

Integral equations/Moment Method).

= The transmission-line model is the easiest of all, it gives good physical insight,

but is less accurate and it is more difficult to model coupling.

= Compared to the transmission-line model, the cavity model is more accurate but at
the same time more complex. However, it also gives good physical insight and is

rather difficult to model coupling, although it has been used successfully.
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Microstrip antennas - Transmission-Line Model

= |t was indicated earlier that the transmission-line model is the easiest of all but it
yields the least accurate results and it lacks the versatility. However, it does shed
some physical insight.

= Basically the transmission-line model represents the microstrip antenna by two
slots, separated by a low-impedance Z_transmission line of length L.

Fringing Effects:

= Because the dimensions of the patch are finite along the length and width, the
fields at the edges of the patch undergo fringing.

= This is illustrated along the length in Figures (a,b) for the two radiating slots of the
microstrip antenna.

= The same applies along the width.

= The amount of fringing is a function of the dimensions of the patch and the height
of the substrate.
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Microstrip antennas - Transmission-Line Model

Fringing Effects:

= For the principal E-plane (xy-plane) fringing is a function of the ratio of the length
of the patch L to the height h of the substrate (L/h) and the dielectric constant & of
the substrate.

= Since for microstrip antennas L/h > 1, fringing Is reduced; however, it must be
taken into account because it influences the resonant frequency of the antenna.
The same applies for the width.

= For a microstrip line shown in Figure (a), typical electric field lines are shown in
Figure (b).
= This i1s a nonhomogeneous line of two dielectrics; typically the substrate and air.

= As can be seen, most of the electric field lines reside in the substrate and parts of
some lines exist In alir.
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Microstrip antennas - Transmission-Line Model

Fringing Effects:
= As W/h > 1 and & > 1, the electric field lines concentrate mostly in the substrate.

* Fringing in this case makes the microstrip line look wider electrically compared
to its physical dimensions.

= Since some of the waves travel In the substrate and some In air, an effective
dielectric constant &4 IS Introduced to account for fringing and the wave
propagation in the line.

= For a line with air above the substrate, the effective dielectric constant has values
Intherange of 1< £ < &.

greff — 5 + 5 1+ —

e +1 & —1[ 12r] Y7
W
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Microstrip antennas - Transmission-Line Model

(a) Microstrip line (b) Electric field lines

n7
F —w— ;f
S —

(c) Effective dielectric constant

Microstrip line and its electric field lines, and effective dielectric constant geometry
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Microstrip antennas - Transmission-Line Model

e A L >} L e A L]
— Y

- 1l x

(a) Top view

Patch

T’—M—;
_F‘E }EFI‘I*-!—-_E’._Hr—'T“TWE(

(b) Side view

Physical and effective lengths of rectangular microstrip patch
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Microstrip antennas - Transmission-Line Model

Effective Length, Resonant Frequency, and Effective Width:

= Because of the fringing effects, electrically the patch of the microstrip antenna
looks greater than its physical dimensions.

(erops +0.3)( + 0.264)

ab_ 0.412
h - [

W

= L =2 for dominant TM,,, mode with no fringing.
1
(fre)oto =

2Leff\/€reff\/.u0€0
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Microstrip antennas - Cavity Model

= Using the cavity model, a rectangular microstrip antenna can be represented as an
array of two radiating narrow apertures (slots), each of width W and height h,
separated by a distance L.

= EXcitation establishes charge distribution
= This distribution controlled by two mechanisms:

= An attractive one between the corresponding opposite charges on the bottom
side of the patch and the ground plane; and

= A repulsive one between like charges on the bottom side of the patch

= While the attraction tends to keep charge distribution on the bottom of the patch,
the repulsion tends to push some charges from the patch bottom to the top surface,
around the edges.

= The consequent movement of charge carriers gives rise to J, and J;
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Microstrip antennas - Cavity Model

R +4+ 4
—_
— +++7 T
e
J
b €, 1

Charge distribution and current density creation on microstrip patch
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Microstrip antennas - Cavity Model

= The height-to-width ration generally being very small, attractive mechanism
dominates, thus restricting current flow to bottom surface.

= Thus the tangential magnetic field to the edges is insignificant

= Consequently, the four side walls can be modeled as PMC which ideally would
not disturb the H-field, and in turn, the E-field beneath the patch.

= This model produces good E and H field distributions beneath the patch.

= With the assumption of lossless cavity walls and the filling dielectric, the cavity
would not radiate and its input impedance would be purely reactive.

= To account for radiation, therefore, a loss mechanism needs to be introduced.
= This is done by Introducing an effective loss tangent ..
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Microstrip antennas - Cavity Model

= The top and bottom walls are PEC
= The four side walls are PMC
= Tangential magnetic fields vanish along these four walls
= |[n summary, the cavity method is based on the following physical model:

= The electric field is mainly localized in the cylinder of height h between the
patch and the ground plane;

= The radiation is the result of leakage from the cylindrical cavity via its lateral
walls (as the cavity ends are perfectly conducting)
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FREQUENCY INDEPENDENT ANTENNAS

CONTENTS

= Principle of frequency independent antennas
» Spiral antenna

» Log-Periodic antenna

FREQUENCY INDEPENDENT ANTENNA

= A true frequency independent antenna is physically fixed in size and operates on
an instantaneous basis over a wide bandwidth with relatively constant
Impedance, pattern, polarization and gain.

= Their geometries are specified in angles.

= E.g.: Bi-conical antenna, Spiral antenna and Helical antenna

RUMSEY'’S PRINCIPLE

Rumsey’s principle is that the impedance and pattern properties of an antenna will be

frequency independent if the antenna shape is specified only in terms of angles.

We begin by assuming that an antenna, whose geometry is best described by the
spherical coordinates (r, 8, ¢), has both terminals infinitely close to the origin and
each is symmetrically disposed along the 8 = 0, w-axes. It is assumed that the antenna
is perfectly conducting, it is surrounded by an infinite homogeneous and isotropic

medium, and its surface or an edge on its surface is described by a curve

r=F(6,¢) (1)

where r represents the distance along the surface or edge. If the antenna is to be scaled
to a frequency that is K times lower than the original frequency, the antenna’s physical
surface must be made K times greater to maintain the same electrical dimensions.

Thus, the new surface is described by
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r' =KF(6, ) (2)

The new and old surfaces are identical; that is, not only are they similar but they are
also congruent (if both surfaces are infinite). Congruence can be established only by
rotation in¢. Translation is not allowed because the terminals of both surfaces are at
the origin. Rotation in 6 is prohibited because both terminals are symmetrically

disposed along the 6 = 0, r-axes.

For the second antenna to achieve congruence with the first, it must be rotated by an

angle C so that
KF(6,¢) =F(0,¢p +C) (3)

The angle of rotation C depends on K but neither depends on 6 or ¢. Physical
congruence implies that the original antenna electrically would behave the same at
both frequencies. However, the radiation pattern will be rotated azimuthally through
an angle C. For unrestricted values of K(0 < K < o0), the pattern will rotate by C in ¢
with frequency, because C depends on K but its shape will be unaltered. Thus, the

impedance and pattern will be frequency independent.

To obtain the functional representation of F (8, ¢), both sides of (3) are differentiated
with respect to C to yield

d d
7 [KF(0,9)] = = [F(6,¢ + C)] )
dK
FO.9) 36 = 50 5009+ O (5)

Differentiate (3) relative to ¢, we get

d 0
ﬂ[KF(&d))] =%[F(9,¢+C)] (6)
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0 0
K%[F(Q@)] =W[F(9'¢+C)] (7)

Comparing (5) and (7), we get

dK  9F(6,9)

F(9,¢)E_ 1f<T (8)
By substituting r = F(8, ¢),
dK _x or 9
T'E— % ( )
1 dK_ 1 or 10
K dCc r d¢ (10

LHS of above equation is independent of 6 and ¢, therefore the general solution is

given as
r=F(,¢)=e"f(0) (11)
where a = % Z—IC{ and f(0) is completely arbitrary function

Thus, for any antenna to have frequency independent characteristics, its surface must
be described by (11).

FREQUENCY-INDEPENDENT PLANAR LOG SPIRAL ANTENNA

The equation for a logarithmic or log spiral is given by
r=a® (12)
Inr =Ina? =0 Ina (13)

where,

r = radial distance to point P on spiral
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6= angle with respect to x-axis

a=constant

r‘\/'f r B=77.6° 1

Logarithmic spiral or log spiral
From (12), the rate of change of radius with angle is

dr

_— = 6 =
T a’lna=rlna (14)

The constant a in (14) is related to the angle S between the spiral and a radial line

from the origin as given by

Ing — dr 1 15
N4 =740~ tanp (15
Thus, from (14) and (15),
0= _ tangl 16
“Tna anf Inr (16)

The log spiral was constructed so asto make r=1at8 =0andr=2at 6 =m.
These conditions determine the value of the constants a and f. Thus, from (15) and
(16),
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t _ 9 > =t ‘1[9] 17
an’B_lnr p = tan Inr A7)

Forr=2at 6 =m,

f = tan~! [%] = 77.6°

Ina = =>a=exp{ }=1.247

tanfs tan77.6°

Thus, the shape of the spiral is determined by the angle g which is same for all points

on the spiral.

Let a second log spiral, identical in form to the one in figure shown below, be

generated by an angular rotation of the spiral by a factor § so that (12) becomes
r, =qa%9 (18)
and a third spiral and fourth spiral given by
s =a%" (19)
and
r, = a9 (20)

Then, for a rotation § = g we have 4 spirals at 90%angles. Metalizing the areas

between the spirals 1 & 4 and 2 & 3, with the other areas open, self-complementary
and congruence conditions are satisfied. Connecting a generator or receiver across the

inner terminals, we obtain Dyson’s frequency independent planar spiral antenna.

= Polarization: RHCP radiation from the page and LHCP radiation into the page
= High frequency limit of operation is determined by the spacing d of the input
terminal and the low frequency limit by overall diameter D. The ratio D/d for

the antenna is about 25 to 1.
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= |f we take d = 1’1—0 at the high frequency limit and D = % at the low frequency

limit, the antenna bandwidth is 5 to 1.

Spiral 4

Frequency Independent Planar Spiral Antenna

= Spiral slot antenna: Spiral-shaped slots are cut from a large ground plane and
the antenna is fed with a co-axial cable bonded to one of the spiral arms. A
dummy cable may be bonded to the other arm of symmetry.

= Radiation Pattern for spiral antenna: Bi-directional broadside to the plane of
the spiral. The patterns in both directions have a single broad lobe so that the
gain is only a few dBi.

» |nput Impedance depends on § and a and terminal separation (= 50 to 100 Q)

= Ratio K of the radii across any arm, such as between spiral 2 and 3 is given by

6-m
K = r—3 = a = a—1‘[+5
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For§ ==
2

K=D232a7=(1247)7 = 0707 =
=—=qQq = . = (. = —
7, V2

FREQUENCY INDEPENDENT CONICAL SPIRAL ANTENNA

= A tapered helix is a conical spiral antenna in which pitch angle is constant with

diameter and turn spacing variable.

Tapered Helix or Conical Spiral (Forward-fire)

= Two arms of the conical spiral are fed at the center point or apex from a co-axial
cable bonded to one of the arms, the spiral acting as a balun.

= For symmetry, a dummy cable may be bonded to the other arm.

= According to Dyson, input impedance is between 100 to 150 Q for pitch angle
a = 17° and full cone angles of 20° and 60°. Smaller cone angles (less than
309) have high F/B ratio.

= Radiation Pattern: Uni-directional with maxima towards the apex.

Base diameter (~% at low frequency)

» Bandwidth <

Truncated apex diameter (~% at high frequency)
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Dyson 2-arm balanced conical

,,,,,

1, ",
R

o 2 spiral (backward-fire antenna).
Polarization is RCP. Inner
conductor of coax connects to

dummy at apex.

Dummy
coax
cable

ey
)
Uy

LOG-PERIODIC ANTENNA

Log-Periodic antenna operates over broadband and its size varies with the operating
frequency or wavelength. Although, LPDA is not specified in terms of angles yet its
geometry is adjusted such that all the electrical properties of the antenna are repeated
periodically with the logarithm of the frequency.

Dwight Isbell demonstrated first LPDA (1960).

Basic concept: A gradually expanding periodic structure array radiates more
effectively when the array elements(dipoles) are near resonance so that with change in
frequency, the active region moves along the array.

LPDA- a number of dipole antennas of different lengths are arranged at different
spacings, used in array form.

Dipole lengths increase along the antenna so that the included angle « is constant, and

the lengths (1) and spacing(S) of the adjacent elements are scaled so that

ln+1 Sn+1 1
= =k=- 21
L, Sn T @1

where
k = constant (k > 1)
T = scale factor or design ratio or geometric ratio or periodicity factor (z > 1)
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Antenna is fed through a balanced twin line in zig-zag form which means the alternate
dipole arms are fed through common line.
The apex angle is formed by the two imaginary straight lines passing through the
edges of the dipole arms located on either side.
Moreover, the spacing between the dipoles near to the apex is smaller as compared to
the spacing at the base.
There are three important regions of LPDA namely

I.  Inactive region (Transmission line)

ii.  Active region

iii.  Inactive region (Stop)

Inactive (stop)
region (/>\/2)

Active r ¥

(radiating)
Inactive region (/=\/2)
(transmission line) ——A——

region (/< \/2)
L Il
6 L En+'l

7

10
1

Log-Periodic Dipole Array (LPDA)

Transmission line region (L < %): At the middle of the operating range, the antenna

elements are short with the resonant length, therefore the elements offer large
capacitive reactance to the line. Hence, currents in these elements (1, 2, 3, 4, 5) are

small and radiation is small.
Active region (L = %): At a wavelength near the middle of the operating range,

radiation occurs primarily from the central region of the antenna. This region offers
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resistive impedance. Currents in this region have large values and maximum radiation
takes place from this region. The current and input RF voltage is in phase. The spacing
between the elements are now sufficiently large, causing the phase in the particular
element to lead approximately by 90°. For example, by the time the field radiated
from the element [, reaches [, , the phase of the element [,, advances by 90° and the
field from element [, add to the field of [,,,; element , in phase producing a large

resultant field towards left. Hence, there is a strong radiation towards right.
Stop region (L < %): Elements 9,10&11 are almost one wavelength long and carry

only small currents (they present a large inductive reactance to the line). Small
currents in 9,10 & 11 mean that the antenna is effectively truncated at the right of the
active region. Any fields (smaller magnitude) from elements 9,10&11 tend to cancel in
both forward and backward directions. However, some radiation may occur broadside

since the currents are approximately in phase.

Radiation pattern: Thus, at a wavelength(A1), the radiation occurs from the middle
portion where the dipole elements are % long. When the wavelength is increased, the
radiation zone moves towards the right and when the wavelength is decreased, it moves

to the left with maximum radiation toward the apex or feed point of the array.

Log-periodic behaviour:

= |f the input impedance of a LPDA is plotted as a function of frequency, it will be
repetitive.

= However, if the input impedance is plotted as a function of logarithm of frequency,
it will be periodic with each cycle being exactly identical to the preceding one.
Hence the name log-periodic, because the variations are periodic with respect to
the logarithm of frequency.

= Other parameters that undergo the similar variations are the pattern, directivity,
beamwidth and sidelobe level.

= The relationship between two consecutive maxima frequencies and logarithmic

frequency period is
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Becauset > 1, f; < f5.

/\/\/\/\/\/\/\/\/\

S B I
log(fy) logi f3)

Input impedance

Logarithm of frequency
Input impedance of LPDA as function of logarithm of frequency

Design equations for LPDA

/

(In+ 3 [,,)/2

g N
k3
+
-h

N~
N

LPDA geometry or determining the relation of parameters

From the above figure,

[ln+1 — ln] 1 [1 _ lln ]

2 2 n+1
t = = 22
ana S S (22)

[ 1
tana = w (23)
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where a =apex angle

k = scale-factor

Forl,,, = % (when active)

1
N t-4]
ana = S (24)
4(3)
1
tana = M (25)
45,
From (24),
1
¢ B L (26)
ana = . (E) 4o
A
Where
_ 1
Tk
o= G) = spacing factor
Hence from (26),
1—-1
a =tan~! [ pp ] (27)
= Bandwidth of LPDA (frequency ratio) is F = l’% = k" = Tin . The length [ and

spacing S for element n + 1 is k™greater than for element 1.
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Example:

Design a log periodic dipole array operating from 50 MHz to 200 MHz which has t = 0.822

and o = 0.149. Find out the number of dipoles required to cover this bandwidth.
Solution:

Given: T = 0.822; ¢ = 0.149; f,,in = 50 MHZ; f,,,0 = 200 MHz

The apex angle () is defined as

= 16.62°

1-1 _ [1-0.822
| =t

=t _1[ _—
@ =R s 4% 0.149

The lowest and highest wavelength can be obtained as

N c 3 x 108 s
= = = 1.o0m
L fax 200 x 106
c 3 x 108
/11.1 6 m

= fom  50x10°

The maximum and minimum lengths required for dipole antennas are defined as follows:

An

6
Ldmax=7 E=3m

LM 15
dmin_?_7_0-7 m

The dipole lengths to cover 50 MHz to 200 MHz can be obtained using the following

relation:
Ly =7tLlp4q
L Ln
n+l1 — T
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Now, let us start from the highest frequency of operation, i.e., 200 MHz for which the

.. . . . A 1.5
minimum size of dipole is Ly i = ?L =—=075m

Therefore, to start with minimum size, we have
L = Lgmin = 0.75m

The other dipole lengths are

L o_l_o075
2= 7 T o822 oM
oL 0012
357 T o822 0™
ks _1109
¢+ =7 Tog2z_ UM
o Le_1350_
5= 7 T o822 orem
Ly 1642
6= 7 “o822 ™
L—L6— 2 = 2.433
7= Tog22 o0l
_Ly_2433
8 =77 Tog22 <°M
Ly _ 296 _
o= T Tos22 ™

It should be noted that the highest length of the dipole should be greater than or equal to the

: : Ay _ 6
maximum half wavelength, i.e., Ly max = 7*’ =5 = 3m

The spacing between nth and (n + 1)th dipole can be derived from the following

relationship:
S, =20L,
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Therefore, the spacing between all sections is given as:
S, = 20L; = 2 x 0.149 x 0.75 = 0.224
S, =20L, =2X%X0.149 X 0912 = 0.272
S3 =20L; =2x%x0.149 x 1.109 = 0.33
S, =20L, =2x%x0.149 x 1.350 = 0.402
Ss = 20Ls; = 2%x0.149 x 1.642 = 0.489
Sg = 20Lg = 2% 0.149 x 2 = 0.596
S, =20L, =2 % 0.149 x 2.433 = 0.725
Sg =20Lg =2 %x0.149 x 2.96 = 0.882

To cover the entire frequency range, nine dipoles are required.
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EC6602 Antenna and Wave Propagation Department of ECE UNIT 3

UNIT-1H
ANTENNA ARRAYS

e Antenna array is system of a similar antennas oriented similarly to get greater directivity
in a desired direction.

e Antennaarray is a radiating system consisting of several spaced and properly phased
(current phase) radiators.

Linear Array:
e An antenna array is said to be linear if the individual antennas of the array are equally
spaced along a straight line.

e Individual elements of the array are termed as Elements.

Uniform Linear Array:
e Uniform linear array is one in which the elements are fed with a current of equal
amplitude(magnitude) with uniform progressive phase shift along the line.

e Elements in a multi-element array is generally a % dipole antenna.

Factors that shape the radiation pattern of antenna array:
e The geometrical configuration of the array

The spacing between the elements

The excitation amplitude of the individual elements

The excitation phase of the individual elements

The radiation pattern of the individual elements

Two element array:
e Simplest array is an array of two isotropic point sources separated by a distance d.
e Two isotropic point sources symmetrically situated w.r.t the origin in the Cartesian co-
ordinate system is shown in figure

Y ~. TO GREAT
4 CISTANT

§ p L POINT P

e

o

(a) T'wo isotropic point sources situated symmelrically
w.r.l. origin O same amplitude and phase.

e Consider that the two isotropic point sources are fed with current of equal amplitude and
phase
e The fields at a greater distant point at distant R from the origin O can be calculated as
follows:
St.Joseph’ s College of Engineering/ St.Joseph’ s Institute of Technology 1



EC6602 Antenna and Wave Propagation Department of ECE UNIT 3
e Origin is taken as reference point for phase calculation. The waves from sourcel reaches
the point P at a later time than the waves from source 2 because of path difference
between the two waves.
Path difference between the two waves is, dcosé

Y = phase angle = 277[>< path difference = 2—”d cos@

= pdcos¢  radians

¥
Field component due to sourcel ( field lags) = E,e "2

g
Field component due to source2( field leads) =E,e "2

Two isotropic point sources are fed with current of equal amplitude and phase.
E,=E, =E,
Total electric field at pointP=E =E, + E,

g y
E= Ele 12 +E2e 12 =2E0 COS(%jzon COSLWJ

E... =2E,
Enor = E
2E,
£ - os(ﬂd Cos 6)
2
For the case d = %
Zix&COSE’ -
E,., =cos A 2 | cos(— cos 9)
2 2

Calculation of maximum, minimum and half power direction of the field pattern:
Maxima directions

Normalized total field is maximum when cos(% coS 6’) =41
T
(E Cos Qmaxj =+nz wheren=012.....

(%cos@mjzo whenn=0

0. =90° and 270°
The field is maximum in the directions where 6 =90° and 270°
Minima directions

Normalized total field is minimum when cos[% coS 9) =0

(% cos b, j =+(2n +1)% wheren=012......
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(zcos 6.in j ~+Z whenn=0
2 2

(cos@,,, )==*1

0. =0° and 180°

The field is minimum in the directions where 6 =0° and 180°
Half Power Directions:

. . . A
At half power points, power is half the maximum and voltage or current is — times the

J2

maximum.

Normalized total field is cos( cosS 49) —
2 V2

(% cos 9proj =1(2n +1)% where n=012......

h\

( cos GHPPDJ Z whenn=0

(COS Orippp ) + 2

Oppop = 60° and 120°

The field is 1 times the maximum in the directions where & =60° and 120°

2

MAX.

MAX

(b). Field pattern of Fig. l.e. same ampliiudge
and phase withd = A/2.

e The radiation pattern is perpendicular to the array axis. This array is referred to as
Broadside array.

Note: Broadside array is defined as an array in which the principal direction is perpendicular

to the array axis

Array of two point source with equal amplitude and opposite phase:

St.Joseph’ s College of Engineering/ St.Joseph’ s Institute of Technology 3
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TO GREAT
DISTANT
1 POINT P

e Consider that the two isotropic point sources are fed with current of equal amplitude and

opposite phase
e The fields at a greater distant point at distant R from the origin O can be calculated as

follows:
e Origin is taken as reference point for phase calculation. The waves from sourcel reaches
the point P at a later time than the waves from source 2 because of path difference

between the two waves.
Path difference between the two waves is, d cosé

Y = phase angle = Z%x path difference = %d cosé
= pdcos¢  radians
P
Field component due to sourcel ( field lags) = -E,e "2

g
Field component due to source2( field leads) = E2e+JE
Two isotropic point sources are fed with current of equal amplitude
E, =E, =E,
Total electric field at point P

g g
—E=-Ee 2 +Ee 2=2 onsing}szosin(@j

Emax = 2jE0
Enor = 'E
2JE,

Enor =sin [—ﬂd ;03 0}

For the case d = %

2r A

—x—C0s @ x
E., =sin A 2 :sin(Ecose]

Calculation of maximum, minimum and half power direction of the field pattern:
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Maxima directions

Normalized total field is maximum when sin(%cos 0} =%
(2 COS O, J @ wheren=0.1,2......

(zcosemasz +Z whenn=0
2 2

0. =0° and 180°
The field is maximum in the directions where 6 =0° and 180°
Minima directions

Normalized total field is minimum when sin[% coS 9) =0
T
(E cosé... j =+nz wheren=012......

(%cos Ominj =0 whenn=0

(cosé,,, )=0

0. =90° and 270°

The field is minimum in the directions where 6 =90° and 270°
Half Power Directions:

. . . A
At half power points, power is half the maximum and voltage or current is — times the

J2

maximum.

Normalized total field is sin(%cos 0] = J_ri

J2

(% COS @, ppp j =1(2n +1)% where n=012......

h\

( cos HHPPDJ Z whenn=0
(COS Orippp ) + 2
Oppop = 60° and 120°

The field is 1 times the maximum in the directions where & =60° and 120°

V2
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min
Y 80

0390

/\‘\ A

| HPF':& 2 \ )mu..x

p—*’i\ 4 o

7/

\

f/
/
/!
min

Two point sources with equal amplitude and opposile phase spacing A2

e Maximum radiation is along the axis of the array. This array is referred to as END FIRE
array.

Arrays of point sources with unegual amplitude and any phase

e Let o be the phase difference between the currents.
e The total phase difference between radiations of two sources at a distant point P is given
by

\P:%ﬁdcoséwa

27” d cos @ = phase difference dueto path difference

E=Ee”+Ee" =E,(1+Ke")

K=t
E,

|E = E, 1+ K cos ¥ ) + (K sin ¥ )?
Ksin¥
(1+ K cos'P)

Linear Array with n isotropic point sources of equal amplitude
and spacing

phase angle = tan‘l(

Ya
P DISTANT POINT

. Linear array with n isotropic poinl sources wiin
egqual amplitude and spacing
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e The point sources are fed with currents of equal amplitude and having an uniform
progressive phase shift along the line

e Field at a distant point P is given by,
E, =E,e’ +Ee’™ +Eje’?" +Ee’™ +..... +E el

E =Efel+e/ +e/® 4ol ¢ ..rel} 1

‘P:%dcoséhra

277zd cos @ = phase difference dueto path difference

between two point sources
a = phase shift between two point sources

E, =Eee® +Ee™ +Ee'® +Ee™ +.. +E, el
E, =E,{e°+e/ +e/? +e* + ... vy 1
Eel =E,{e™ +e +e!™ +.... +e™} 2
1-2 gives
Et(l_ejq}): Eo{l_ejnw}
E :E (1_ejn‘l’)
t 0 ¥
(1-e™)
Y Ly
flid [el 2 _g 2 j
e 2
E, =E, T X - -
n¥Y
(n-1)w Sin 7
sinf —
2
. (n¥Y
Sm(z (n-1)¥
E, =Eel ——2 where ¢ =-~——"—
(WY
sin| —
2)

In this derivation, point source 1 is taken as reference point. In case the reference point is
. n-1)¥
shifted to the center of the array, ¢= %

(n‘{’j
sin )
E =, ——~

is automatically eliminated .

t o (lpj
SIn| —
2
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. (N n ny
=tE,———=1It E

tmax o (Y w50 0 1 v
SIn| — —COS
2 2 2

Radiation pattern of two nondirectional radiators fed with equal currents at
the phasings shown.

UNIT 3

E = nE,

: -2
a = O° a = 180°
(a) (&)
BN
IS = o= A
a = -90° a = 0°
(<}

Radiation pattern of four nondirectional radiators

Four isotropic sources of equal amplitude and phase, field pattern in broadside case.
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Field patiern of end fire array consisting of 4 isotropic sources of same amplitude, spacing /2 and ¢ = - =

Principle of pattern multiplication

The field pattern of an array of non-isotropic but similar sources is the product of the
pattern of the individual source and the pattern of an array of isotropic point sources having the
same locations, relative amplitudes, and phase as the non- isotropic sources.

The total field pattern of an array of non-isotropic but similar sources is the product of
individual source pattern and the pattern of an array of isotropic point sources each located at the
phase center of the individual source and having the same relative amplitude and phase, while the
total phase pattern is the sum of the phase patterns of the individual source and the array of
isotropic point sources.

E = £(0.9)F(0.9)(1,(0.9)+ F, (6.9))
f(0,0)F(6,¢)= field pattern of array
(fp(0,¢}+ F. (0, #))=phase pattern of array
f(6,¢)= field pattern of individual source
f(6,4)= phase pattern of individual source

F(0,4)=field pattern of arrayof isotropic sources
Fp(H, ¢): phase pattern of arrayof isotropic sources
Multiplication of Patterns
e Simple method of obtaining radiation pattern.
e Makes it possible to sketch rapidly, almost by inspection, the patterns of
complicated arrays.
e Useful tool in the design of arrays

Example:
Determination of radiation pattern of a four element array in which the spacing between units is

% and the currents are in phase (a =0)

o cos & ¢:

1 2 = -
—_— ——— o —— o ——
A four-eclement linear array of nondirectional
radiators.
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Determination of radiation pattern by multiplication of patterns is illustrated below:

The array o—é-o--%-—o- -é-o

——

is replaced by @ &

where @ represents @« %‘--0 ond has a pattern

The pattern of 2 nondirectional rodiotors

spaced A and fed in phase is

The resultont pottern for the array
is obtained as follows:

(a) () (¢)

(@) -- unit pattern
(b) -- Group pattern
(c) — resultant pattern

e This procedure provides a means for rapidly determining the radiation pattern of a
complicated array without making length calculations.

e The width of the principle lobe (between nulls) is the same as the width of the
corresponding lobe of the group pattern.

St.Joseph’ s College of Engineering/ St.Joseph’ s Institute of Technology 10
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e The number of secondary lobes can be determined from the number of nulls in the
resultant pattern, which is just the sum of the nulls in the unit and group
pattern(assuming none of the nulls are coincident).
e Point by point multiplication of patterns yields the exact pattern .

Example 2

414
\

% _T
"\.
a

Unit pattern Group pattern Resultant potters

Pattern for an eight-element uniform array obtained
by principle of multiplication of patterns,

Linear Array with uniform spacing, non uniform amplitude:
Q) Binomial array
(i) Dolph-Tschebysheff array ( also referred to as Chebyshev array or
Tschbyscheff array)
Binomial array:
e Current distribution follows the binomial series.
e The current amplitudes are proportional to the coefficients of the
successive terms of the Binomial series.

e Binomial array possess the smallest side lobes. If the spacing is % or less

than % Binomial array has no side lobes.

e Binomial series :

mi (m-1)m-2) , (M- m-2)m-3) ,
@+x)" =1+ (m-1)x+ o X2 + x® +

3
e Form=3
@+ %) =1+(3-1)x + (3_1)2(?_2)x2 + (3_1)(3;|2)(3_3)x3 S
=1+2%x+X?

Current distribution for 3 element binomial array is  1:2:1
e Current distribution for 4 element binomial array is  1:3:3:1
Soon....
e Current distribution can be determined easily from Pascal’ s Triangle

St.Joseph’ s College of Engineering/ St.Joseph’ s Institute of Technology 11
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PASCAL’S TRIANGLE

e Principle of pattern multiplication can be used to determine the resultant radiation

pattern.
e For 3 element Binomial array, the resultant pattern is shown below:
— =t
. § .
1 T a
A
S
@ D
« < x =) =) =
Jnit pottern Group pattern Resultant pattern

An array that produces a pattern without
secondary lobes.

e Here antenna 2 and 3 coincide , and so they would be replaced by with a
single antenna carrying double the current.
e Four element Binomial array is shown in figure below:

L_%—i-gi b

A four-element array with a
“figure-eight cubed’” pattern.

23
HPBW
W e T T
‘ e
(a), Uniform Array, (b). Binomial Array Amplitude ratio | :4:6:4: 1.

St.Joseph’ s College of Engineering/ St.Joseph’ s Institute of Technology 12



EC6602 Antenna and Wave Propagation Department of ECE UNIT 3

Note:
e No side lobes in the radiation pattern of Binomial array
e Half Power Beam width is more

Disadvantages of Binomial array:
Q) HPBW increases and hence the directivity decreases
(i) For design of large array, larger amplitude ratio of sources required.

Adaptive array (smart antennas)

e Smart antennas (also known as adaptive array antennas, digital antenna arrays)
are antenna arrays with smart signal processing algorithms used to identify spatial signal
signatures such as the direction of arrival (DOA) of the signal, and use them to
calculate beamforming vectors which are used to track and locate the antenna beam on the
mobile/target.

e Smart antenna techniques are used notably in acoustic signal processing, track and
scan radar, radio astronomy and radio telescopes, and mostly in cellular systems like W-
CDMA, UMTS, and LTE.

e Smart antennas have many functions: DOA(Direction of Arrival) estimation,
beamforming, interference nulling, and constant modulus preservation.

Beam forming

e Beamforming is the method used to create the radiation pattern of the antenna array by
adding constructively the phases of the signals in the direction of the targets/mobiles
desired, and nulling the pattern of the targets/mobiles that are undesired/interfering
targets.

e This can be done with a simple Finite Impulse Response (FIR) tapped delay line filter.
The weights of the FIR filter may also be changed adaptively, and used to provide optimal
beamforming, in the sense that it reduces the Minimum Mean Square Error between the
desired and actual beam pattern formed.

e Typical algorithms are the steepest descent, and Least Mean Squares algorithms. In digital
antenna arrays with multi channels use the digital beamforming, usually by DFT or FFT.

Types of Smart antennas

Two main types of smart antennas:
(i) Switched beam smart antennas
(i1) Adaptive array smart antennas

e Switched beam systems have several available fixed beam patterns. A decision is made as
to which beam to access, at any given point in time, based upon the requirements of the

system.
N
\ N -
™ > g [ > Detector Output
4 zZ = > R
i o £ — =
I -§ ;
° o
. o o
¢ | 8
>—> = > :
t Control
Logic

Switched beam smart antennas
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e Adaptive arrays allow the antenna to steer the beam to any direction of interest while
simultaneously nulling interfering signals.

) ~
| Xplr)
2 ? az(r)
> wi(t)
Array
N Output
i ? ol
T - T 1
1 DO, ' Adaptive
! Estimation > Processing [*
e T

Es
L}
L}
L}

Available
Information

Adaptive array smart antenna
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N-ELEMENT LINEAR ARRAY: UNIFORM SPACING, NONUNIFORM AMPLITUDE

Of the three distributions (uniform, binomial, and Tschebyscheff), a uniform amplitude
array yields the smallest half-power beamwidth. It is followed, in order, by the Dolph-
Tschebyscheff and binomial arrays.

In contrast, binomial arrays usually possess the smallest side lobes followed, in order,
by the Dolph-Tschebyscheff and uniform arrays.

Binomial arrays with element spacing equal or less than A/2 have no side lobes.

It is apparent that the designer must compromise between side lobe level and
beamwidth.

A criterion that can be used to judge the relative beamwidth and side lobe level of one
design to another is the amplitude distribution (tapering) along the source.

It has been shown analytically that for a given side lobe level the Dolph-Tschebyscheff
array produces the smallest beamwidth between the first nulls. Conversely, for a given
beamwidth between the first nulls, the Dolph-Tschebyscheff design leads to the
smallest possible side lobe level.

Array Factor of non uniform array

An array of an even number of isotropic elements 2M (where M is an integer) is
positioned symmetrically along the z-axis, as shown in Figure (a). The separation
between the elements is d, and M elements are placed on each side of the origin.

If the total number of isotropic elements of the array is odd 2M + 1 (where M is an
integer), the arrangement is as shown in Figure (b)

a

g r—

Foar
2
3
e r
~”3

e e S VU 3

d/2
d/2

2a,

sk

|

(a) Even number of clements (b) Odd number of clements

Figure Nonuniform amplitude arrays of even and odd number of clements.

An array of an even number of isotropic elements 2M (where M is an integer) is

positioned symmetrically along the z-axis, as shown in Figure (a). The separation between the

1



elements is d, and M elements are placed on each side of the origin. Assuming that the
amplitude excitation is symmetrical about the origin, the array factor for a nonuniform
amplitude broadside array can be written as,

(AF),y = a1€+j(%>kdcose + azeﬂ(% )kdcose 4ot aMeJrj((ZMzi_l) )kdcose

+ale—j(%)kdcose —j(%)kdcos@ —j((ZMZ_l) )kdcosG

(AF), (even) = Z a, cos [(2n — Du]

n=1

d
Where u = HT cost

a, Is excitation coefficient

If the total number of isotropic elements of the array is odd 2M + 1 (where M is an integer),
as shown in Figure (b), the array factor can be written as

(AF)2M+1 — 2a1 + aze+jkdcost9 4ot aM+1e+j(M)kdc059

+ aze—jkdcose 4o+ aM+1e—j(M)kdc059

M+1

(AF) 1411 (0dd) = )" ay cos [2(n — 1)u]

n=1

d
Where u = % cos6

a, s excitation coefficient

|. Dolph-Tschebyscheff Array: Broadside

e Array, with many practical applications, is the Dolph-Tschebyscheff array.

e The method was originally introduced by Dolph. It is primarily a compromise between
uniform and binomial arrays.

e Its excitation coefficients are related to Tschebyscheff polynomials.
e A Dolph-Tschebyscheff array with no side lobes (or side lobes of —o dB) reduces to

the binomial design. The excitation coefficients for this case, as obtained by both
methods, would be identical.

Array Factor( for odd and even number of elements)

M

(AF), (even) = Z a, cos [(2n — Du]

n=1



M+1

(AF)zp111 (0dd) = )" a, cos [2(n — 1)u]

n=1

d
Where u = HT cos@

a, s excitation coefficient

e The array factor of an array of even or odd number of elements with symmetric
amplitude excitation is nothing more than a summation of M or M + 1 cosine terms.

e The largest harmonic of the cosine terms is one less than the total number of elements
of the array. Each cosine term, whose argument is an integer times a fundamental
frequency, can be rewritten as a series of cosine functions with the fundamental
frequency as the argument.

That is,

m=0 cos(mu) =1

m=1 cos(mu) = cosu

m=2 cos(mu) = cos(2u) = 2 cos?u-1

m=3  cos(mu) = cos(3u) = 4cos®u-3cosu

m=4 cos(mu) = cos(4u) = 8cos*u-8cos?u+1

m=5 cos(mu) = cos(5u) = 16cos°u-20cos>u+5cosu

m=6 cos(mu) = cos(6u) = 32costu-48cos*u+18cos?u-1

m=7 cos(mu) = cos(7u) = 64cos’u-112cos’u+56c0s*u-7cosu

m=8 cos(mu) = cos(8u) = 128costu-256c0s°u+160cos*u-32cos?u+1
m=9 cos(mu) = cos(9u) = 256c0s°u-576c0s’u+432c0s°u-120cos3u+9cosu
The above equations are obtained using Euler’s formula:

[eju]m = (cosu + jsinu)™ = e/™*= cos(mu)+jsin(mu)

And sin?u=1-cos?u

If we let z = cosu

The above equations can be written as

m=0 cos(mu) =1=To(z)

m=1 cos(mu) =cosu =z = T1(2)

m=2 cos(mu) = cos(2u) = 2z2-1 = Tx(z)

m=3  cos(mu) = cos(3u) = 4z3-3z = T3(2)

m=4 cos(mu) = cos(4u) = 8z*-8z2+1= T4(z)



m=5 cos(mu) = cos(5u) = 16z°-20z3+5z= Ts(z)

m=6 cos(mu) = cos(6u) = 32z5-487*+182%-1= Ts(2)

m=7 cos(mu) = cos(7u) = 64z’-112z°+56z3-7z= T+(z)

m=8 cos(mu) = cos(8u) = 12828-2562°+160z*-32z%+1 = Ts(z)
m=9 cos(mu) = cos(9u) = 256z°-576z2'+4322°-120z3+9z= Tq(2)

and each is related to a Tschebyscheff (Chebyshev) polynomial Tm(z). These relations between
the cosine functions and the Tschebyscheff polynomials are valid only in the —1 <z <+1 range.

e Because | cos(mu)| < 1, each Tschebyscheff polynomial is|Tm(z)| < 1 for =1 <z < +1.
For |z| > 1, the Tschebyscheff polynomials are related to the hyperbolic cosine

functions.
e The recursion formula for Tschebyscheff polynomials is

Tm(z) = 22Tp_1(2) — Tz (2)
e Each polynomial can also be computed using
Tm(z) = cos[m cos (z)] —1<z<+1
Tm(z) = cosh[m cosh™(z)] z<-1,z2>+1

In Figure below, the first six Tschebyscheff polynomials have been plotted.

The following properties of the polynomials are of interest:
1. All polynomials, of any order, pass through the point (1, 1).
2. Within the range —1 <z < 1, the polynomials have values within —1 to +1.

3. All roots occur within —1 <z < 1, and all maxima and minima have values of +1 and —1,

respectively.



Since the array factor of an even or odd number of elements is a summation of cosine
terms whose form is the same as the Tschebyscheff polynomials, the unknown coefficients of
the array factor can be determined by equating the series representing the cosine terms of the
array factor to the appropriate Tschebyscheff polynomial. The order of the polynomial should
be one less than the total number of elements of the array.

Outline of the design procedure

Assumptions:

Number of elements, spacing between the elements, and ratio of major-to-minor lobe intensity
(Ro) are known. The requirements will be to determine the excitation coefficients and the array
factor of a Dolph-Tschebyscheff array.

Problem Statement

Design a broadside Dolph-Tschebyscheff array of 2M or 2M + 1 elements with spacing d
between the elements. The side lobes are Ro dB below the maximum of the major lobe. Find
the excitation coefficients and form the array factor.

Procedure

a. Select the appropriate array factor ( for odd or even number of array elements).

b. Expand the array factor. Replace each cos(mu) function (m=0, 1, 2, 3,...) by its appropriate
series expansion.

c. Determine the point z = zo such that Tm(zo) = Ro (voltage ratio). The order m of the
Tschebyscheff polynomial is always one less than the total number of elements. The design
procedure requires that the Tschebyscheff polynomial in the —1 < z < z1, where z1 is the null
nearest to z = +1, be used to represent the minor lobes of the array. The major lobe of the
pattern is formed from the remaining part of the polynomial up to point zo(z1 < z < zo).

d. Substitute cos(u) = z /zo in the array factor of step b. The cos(u) is replaced by zZo, and not
by z, so that the equation, cos(u) = z /zo would be valid for |z| < |zo|.At |z| = |zo|, the equation,
cos(u)=z /zo attains its maximum value of unity.

e. Equate the array factor from step b, after substitution of cos(u) = z /zo, to a Tm(z). The Tm(2)
chosen should be of order m where m is an integer equal to one less than the total number of
elements of the designed array. This will allow the determination of the excitation coefficients
an’s.

f. Write the array factor using the coefficients found in step e.

Example problem

Design a broadside Dolph-Tschebyscheff array of 10 elements with spacing d between the
elements and with a major-to-minor lobe ratio of 26 dB. Find the excitation coefficients
and form the array factor.

Solution:

1.The array factor is given by

M
(AF),, (even) = Z a, cos [(2n — Du]
n=1
Where, u = an cosf and a, isexcitation coefficient



2. When expanded, the array factor can be written as
(AF) 10= a1 cos(u) + a2 cos(3u) + as cos(5u) + a4 cos(7u) + as cos(9u)
Replace cos(u), cos(3u), cos(5u), cos(7u), and cos(9u) by their series expansions
cosu =1z
cos(3u) = 4z3-3z
cos(5u) = 162°-20z3+5z
cos(7u) = 64z7-112z°+5623-7z
cos(9u) = 2567°-57627+432z°-12023+9z
(AF) 10= a1 [2] + a2 [423-32 ] + a3 [162°-2023+52Z] + a4 [6427-1127°+567°-77]
+ as [2562°-5762'+4322°-12023+9z |
(AF)10 = z[(a1 — 3a2 + 5as — 7as + 9as)] + z2°[(4a2 — 20a3 + 56a4 — 120as)]
+ 2°[(16as — 112a4 + 432as)] + 2’[(64a4 — 576as)] + 2°[(256as)]

3. Ro (dB) =26 = 20 log10(Ro) or Ro (voltage ratio) = 20.
Determine zo by equating Ro to To(zo).

Thus Ro = 20 = Tg(z0) = cosh[9 cosh(zo)]

or zo = cosh[ (1 /9) cosh %(20)] = 1.0851

Note:Another equation which can, in general, be used to find zo and does not require hyperbolic
functions is

1 1
1 2 P 2 P
ZOZE R0+ RO _1 + RO_ RO _1
where P is an integer equal to one less than the number of array elements (in this case P=9)

4.Substitute cos(u) = z/zo = z /1.0851 in the array factor found in step 2.

5.Equate the array factor of step 2, after the substitution from step 4, to To(2).
(AF)10 = z[(a1 — 3a2 + 5as — 7as + 9as)/z0]
+ 7%[(4az — 20a3 + 56a4 — 120as)/20°] + z°[(16a3 — 112a4 + 432as)/20°]
+ 2'[(64a4 — 576as)/20] + 2°[(25685)/20°] = 2562°-5762'+4322°-1202°+9z = To(Z)
Matching similar terms allows the determination of the an’s.
That is,
(256as)/20° =256 — as=2.0856
(64as — 576as)/z0’ = -576 — a4 = 2.8308
(16as — 112as + 432as5)/20°> =432 — a3=4.1184
(4a2 — 20a3 + 56as — 120as)/z¢° = -120 — a2 = 5.2073
(a1 — 3a2 + 5a3 — 7as + 9as)/z0 =9 — a1 =5.8377
In normalized form, the an coefficients can be written as
as=1,as=1.357,a3=1.974, a> = 2.496 ,a1 = 2.798 normalized with respect to the amplitude
of the elements at the edge.
(The values can also be normalized with respect to the amplitude of the center element)

6. Using the set of normalized coefficients, the array factor can be written as
(AF)10 = 2.798 cos(u) + 2.496 cos(3u) + 1.974 cos(5u) + 1.357 cos(7u) + cos(9u)
where u = [(mdA) cos 6].



Binomial array:

e Current distribution follows the binomial series.
e The current amplitudes are proportional to the coefficients of the
successive terms of the Binomial series.

. . . A
e Binomial array possess the smallest side lobes. If the spacing is 5 or

less than % Binomial array has no side lobes.

e Binomial series :

1+x)" " =1+ (m-I)x +—A— “y2 — e

( )ml ( ) (m l)('m 2) 2 (m 1)(m3|2)(m 3) 3

e Form=3

@+ x)' =1+ (3-1)x + (3_1)2('3_2)% + (3_1)(3;|2)(3_3)x3 Foveeerins
=1+2x+ x*

Current distribution for 3 element binomial array is  1:2:1

e Current distribution for 4 element binomial array is  1:3:3:1
Soon.....

e Current distribution can be determined easily from Pascal’s Triangle

PASCAL’S TRIANGLE
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e Principle of pattern multiplication can be used to determine the resultant
radiation pattern.
e For 3 element Binomial array, the resultant pattern is shown below:
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An array that produces a pattern without
secondary lobes.

e Here antenna 2 and 3 coincide , and so they would be replaced by with
a single antenna carrying double the current.
e Four element Binomial array is shown in figure below:

S e P!

A four-element array with a
“figure-eight cubed’’ pattern.

Comparison of Uniform array and Binomial array
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(a). Uniform Array. (b). Binomial Array Amplitude ratio | :4:6:4: 1.
Note:

e No side lobes in the radiation pattern of Binomial array
e Half Power Beam width is more
Disadvantages of Binomial array:

0] HPBW increases and hence the directivity decreases
(i) For design of large array, larger amplitude ratio of sources required.



Smart antennas

Smart antenna systems combine:
(i))Antenna arrays with

(i1)Digital signal processing algorithms to make the antenna systems smart.

Basic Smart Antenna System
w*

—‘ _‘: ittt | !‘ """""" !
N
4 |
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Antenna | Adaptive | :
N\ | Array e "| Algorithm |
- :
N
/ i i
i DSP______

e Smart antennas integrate antenna array technology and Digital Signal Processing(DSP)
Technigues to enhance communication system performance including
(@) Capacity improvement
(b) Range increase
(c) Link quality improvement
(d) Mitigation of fading
e These are accomplished by
(1)Beam steering
Placing Beam maxima toward Signals of Interest (SOI)
(2)Null Steering
Placing Beam minima, ideally nulls, toward Interfering signals; Signals Not of Interest
(SNOI)
(3) Spatially separate signals
Allowing different users to share the same spectral resources(SDMA)



Beam forming in Smart antenna systems

By means of an internal feed back control, smart antenna can generate a customized radiation
pattern to each remote user. In general, they form a main lobe toward a desired signal and
rejects interference outside the main lobe.
There are two types of smart antenna system

Q) Switched — beam systems

(i)  Adaptive antenna systems

(a)Switched Beam Systems

e They use a number of fixed beams at the base station. The base station selects one of
the pre- determined fixed beam that provides the greatest output power for the desired
user.

Switched-beam system

Figure: Concept of Switched Beam systems

e This concept is obviously an extension of cell sectoring as each sector is subdivided
into smaller sectors. As the mobile unit moves throughout the cell, the switched-beam
system detects the signal strength, chooses the appropriate predefined beam pattern.

Advantages over Adaptive antenna systems:

Low cost

Less complex and easier to retrofit to existing wireless technologies
Dis advantages over Adaptive antenna systems:

Beam Resolution is lower

(b) Adaptive array systems

Adaptive array systems, provide more degrees of freedom since they have the ability to
adapt in real time the radiation pattern to the RF signal environment. In other words, they can
direct the main beam toward the pilot signal or SOI while suppressing the antenna pattern in
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the direction of the interferers or SNOIs. To put it simply, adaptive array systems can customize
an appropriate radiation pattern for each individual user.

Adaptive array systems can locate and track signals (users and interferers) and
dynamically adjust the antenna pattern to enhance reception while minimizing interference
using signal-processing algorithms. A functional block diagram of such a system is shown in
Figure.This figure shows that after the system down converts the received signals to baseband
and digitizes them, it locates the SOI using the direction-of-arrival (DOA) algorithm, and it
continuously tracks the SOl and SNOIs by dynamically changing the weights (amplitudes and
phases of the signals).

Basically, the DOA computes the direction of arrival of all signals by computing the
time delays between the antenna elements, and afterward the adaptive algorithm, using a cost
function, computes the appropriate weights that result in an optimum radiation pattern.

Adaptive Array Diagram

RCVR/Downconvert
to Baseband A/D
: Quiput
Signal
‘ RCVR/Downconvert
to Baseband A/D

Adaptive
Algorithm

i

DOA

DSP

Figure Functional block diagram of an adaptive array system

Optimal Beam forming techniques

In optimal beamforming techniques, a weight vector that minimizes a cost function is
determined. Typically, this cost function, related with a performance measure, is inversely
associated with the quality of the signal at the array output, so that when the cost function is
minimized, the quality of the signal is maximized at the array output.



The most commonly used optimally beamforming techniques or performance measures
are the Minimum Mean Square Error (MMSE), Maximum Signal-to-Noise Ratio (MSNR), and
Minimum (noise) Variance (MV).

Adaptive algorithm

In practice, the signal environment is dynamic or time varying, and therefore, the
weights need to be computed with adaptive methods. One of the simplest algorithms that is
commonly used to adapt the weights is the Least Mean Square (LMS) algorithm. The LMS
algorithm is a low complexity algorithm that requires no direct matrix inversion and no
memory.

Comparison of switched-beam scheme and adaptive array scheme

())Minimizing Interference

Adaptive array systems can customize an appropriate radiation pattern for each
individual user. This is far superior to the performance of a switched-beam system, as shown
in Figure. This figure shows that not only the switched-beam system may not able to place the
desired signal at the maximum of the main lobe but also it exhibits the inability to fully reject
the interferers.

Switched vs. Adaptive Beamforming

Cochannel User Signal

: ‘ochannel
interferer ,(OC S
interferer

User #1 Inlcrl'crcrﬂl/

Interferer #2

X Interferer #1
Interferer #1

Switched scheme Adaptive scheme

Cochannel
interferer

Figure Comparison of (a) switched-beam scheme, and (b) adaptive array scheme.
(if)Coverage area comparison

Figure shows a comparison, in terms of relative coverage area, of conventional
sectorized, switched-beam and adaptive arrays. In the presence of a low-level interference, both
types of smart antennas provide significant gains over the conventional sectored systems.
However, when a high-level interference is present, the interference rejection capability of the



adaptive systems provides significantly more coverage than either the conventional or
switched-beam system.

Coverage Area/Range
Comparison

Adaptive Array

Adaptive Array

Switched Beam 4 j

Conventional
Sectoring

Low Interference Environment  High Interference Environment

Figure: Relative coverage area comparison among sectorized systems, switched-
beam systems, and adaptive array systems in (a) low interference environment,
and (b) high interference environment

SMART ANTENNAS’ BENEFITS

(i) capacity increase

In densely populated areas, mobile systems are usually interference-limited, meaning
that the interference from other users is the main source of noise in the system. This means that
the signal-to interference ratio (SIR) is much smaller than the signal-to-noise ratio (SNR).

In general, smart antennas will, by simultaneously increasing the useful received signal
level and lowering the interference level, increase the SIR. (there by increase capacity)

(ii) range increase

Another benefit that smart-antenna systems provide is range increase. Because smart
antennas are more directional than omnidirectional and sectorized antennas, a range increase
potential is available.

In other words, smart antennas are able to focus their energy toward the intended users,
instead of directing it in other unnecessary directions (wasting) like omnidirectional antennas
do. This means that base stations can be placed further apart, leading to a more cost-efficient
development.

Therefore, in rural and sparsely populated areas, where radio coverage rather than
capacity is more important, smart-antenna systems are well suited.



(iii) Provide security

Another added advantage of smart-antenna systems is security. Smart antennas make
it more difficult to tap a connection, because the intruder must be positioned in the same
direction as the user as seen from the base station to successfully tap a connection.

(iv) Helps in location finding
Because of the spatial detection nature of smart-antenna systems, they can be used to
locate humans in emergencies or for any other location-specific service.

SMART ANTENNAS’ DRAWBACKS
While smart antennas provide many benefits, they do suffer from certain drawbacks.

e Their transceivers are much more complex than traditional base station transceivers.
The antenna needs separate transceiver chains for each array antenna element and
accurate real-time calibration for each of them.

e The antenna beamforming is computationally intensive, which means that smart-
antenna base stations must be equipped with very powerful digital signal processors.
This tends to increase the system costs in the short term, but since the benefits outweigh
the costs, it will be less expensive in the long run.

e For a smart antenna to have pattern-adaptive capabilities and reasonable gain, an array
of antenna elements is necessary.
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EC38/701

ANTENNAS AND MICROWAVE
ENGINEERING



UNIT IV
PASSIVE AND ACTIVE MICROWAVE DEVICES

Microwave Passive components:
= Directional Coupler, Power Divider, Magic Tee, Attenuator, Resonator

Principles of Microwave Semiconductor Devices:
= Gunn Diodes, IMPATT diodes, Schottky Barrier diodes, PIN diodes

Microwave tubes:
= Klystron, TWT, Magnetron




Directional Couplers

= A directional coupler is a four-port microwave junction as shown below:

Input @ @ Through
—— —\ - —-
- o
Isolated @ @ Coupled

Input @ @ Through
—_— >< e
- -
Isolated @ @ Coupled

Two commonly used symbols for directional couplers, and power flow conventions
3



Directional Couplers

= Power supplied to port 1 is coupled to port 3 (the coupled port) with the coupling
factor |S;3]|? = B2, while the remainder of the input power is delivered to port 2
(the through port) with the coefficient |S;,]? = a?=1—8%. In an ideal
directional coupler, no power is delivered to port 4 (the isolated port).

= The following quantities are commonly used to characterize a directional coupler:

P
Coupling = C = 1010gP—1 = —20logf dB

3
o = p
Directivity =D = 10log— = 201log
P, 5141

P
Isolation =1 = 1010gp—1 = —20log|S;4| dB
4

dB

P
Insertion loss =L = 1Ologp—1 = —20log|S;,| dB
2



Directional Couplers

= The coupling factor indicates the fraction of the input power that is coupled to the
output port.

= The directivity i1s a measure of the coupler’s ability to isolate forward and
backward waves (or the coupled and uncoupled ports).

= The isolation is a measure of the power delivered to the uncoupled port.
= These quantities are related as
I=D+CdB

= The Insertion loss accounts for the input power delivered to the through port,
diminished by power delivered to the coupled and isolated ports.

= The ideal coupler has infinite directivity and isolation (S;, = 0). Then both «a and
£ can be determined from the coupling factor, C.



Scattering Matrix of Directional Couplers

= The scattering matrix of a four-port network has the following form:

[S] =

—541 S42 543 544—
= The scattering matrix of a reciprocal four-port network matched at all ports has the
following form:

0 S S13 5147
512 0 523 524
S13 523 0 Sz
S14 S22 S312 0
where S;; = S,, = S33 = S,, = 0 and

[S] =

S21 = 58125531 = 5135541 = 5145532 = 5235 542 = 5245 543 = S34



Scattering Matrix of Directional Couplers

Unitary Property of S-matrix:
N

6l]=1lfl=]

SkiSk; = 6;j forall i, where{(sij — 0ifi %

k=1
= The dot product of any column of [S] with the conjugate of that same column

gives unity. Fori = j,
N
Z SkiSki = 1
k=1

= The dot product of any column of [S] with the conjugate of a different column

gives zero (the columns are orthonormal).
N

SkiSi; = 0fori # j
k=1



Scattering Matrix of Directional Couplers

0 S1z2 513 S14]

S12 0 523 524

513 523 0 Sy

S14 S24 534 0.

= I[f the network Is lossless, 10 equations result from the unitary, or energy
conservation, condition. Consider the multiplication of row 1 and row 2, and the
multiplication of row 4 and row 3:

[S] =

513823 + 814524 =0 (1)
514513 + 524523 =0 (2)

= Multiply (1) by S5, and (2) by S5,
513523854 + 514524554 = 0 = 513523554 + S141S24/° =0 (3)

514513513 + 554523513 = 0 = S141S131% + 554523513 =0 (4)



Scattering Matrix of Directional Couplers

513523554 + 514524554 = 0 = 513523554 + S{41S24/° =0 (3)
514513513 + 554523513 = 0 = S{41S131% + 554523513 =0 (4)

= Subtract (3) from (4),
Sik4(|513|2 — |524|2) =0 (5)

= Similarly, the multiplication of row 1 and row 3, and the multiplication of row 4
and row 2, gives

512823 + 8514534 =0 (6)
514812 + 8345,3 =0 (7)

= Multiply (6) by S;,, and (7) by Ss4,
512512523 + 5125714534 = 0 = [S12]%S03 + 512514534 = 0 (8)

534514512 + 534534523 = 0 = S34514512 + 1S341%S23 = 0 (9)



Scattering Matrix of Directional Couplers

512812523 + 812514534 = 0 = [S121%S55 + 512514534 = 0 (8)
534514512 + 534534523 = 0 = §34514512 + 1S34/%S23 = 0 (9)

= Subtract (9) from (8),
523(|512|2 — |S34|2) =0 (10)

= One way for (5) and (10) to be satisfied is if S;, = S,3 = 0, which results in a
directional coupler.

0 S 513 07
S, 0 0 Sy

Si3 0 0 S34
L0 S24 S34 0

10



Scattering Matrix of Directional Couplers

0 S Sz 0
Si, O 0 Sy,
S3 0 0 S5

L0 S24 S34 0.

= Then the self-products of the rows of the unitary scattering matrix yield the
following equations:

[S] =

Sio|? + 181312 =1 (11)
Sio2 + 15,412 =1 (12)
Szl + 153412 =1 (13)
Soul?+ 153412 =1 (14)

(11) — (12) = |S13] = [S24]
(12) — (14) = |S12| = [S34]

11



Scattering Matrix of Directional Couplers

= Further simplification can be made by choosing the phase references on three of
the four ports. Thus, we choose S;, = S;, = a,S;3 = Be’?,and S,, = Be’?,
where a and S are real, and 8 and ¢ are phase constants to be determined (one of
which we are still free to choose). The dot product of rows 2 and 3 gives

512513 + 524534 =0
which yields a relation between the remaining phase constants as
0+¢=mt2nm

If we 1gnore integer multiples of 2x, there are two particular choices that commonly
occur In practice:

1. Symmetric Coupler: 8 = ¢ =m/2
2. Antisymmetric Coupler: 8 =0, =7

12



Scattering Matrix of Directional Couplers

1. Symmetric Coupler: 8 = ¢ =n/2,

0 a jB O

a 0 0 jp

S| =
S1=12 0 o a
0 jB a O
2. Antisymmetric Coupler: 8 = 0,¢ = m,

0 «a g 0

|la 0 0 —p

1S1= B 0 0 «a
0 B a 0.

Note that these two couplers differ only in the choice of reference planes. In
addition, the amplitudes o and B are not independent, as (11) requires that

a’+p%=1

13



Types of Directional Couplers

1. Bethe hole directional coupler:

= The directional property of all directional couplers is produced through the use of
two separate waves or wave components, which add in phase at the coupled port
and are canceled at the isolated port.

= One of the simplest ways of doing this is to couple one waveguide to another
through a single small hole in the common broad wall between the two
waveguides. Such a coupler is known as a Bethe hole coupler, two versions of
which are shown in the following figures.

= From the small-aperture coupling theory, an aperture can be replaced with
equivalent sources consisting of electric and magnetic dipole moments.

= An incident TE;, mode In guide 1, with an amplitude A, produces a normal
electric dipole in the aperture plus a tangential magnetic dipole proportional and in
the same direction as the magnetic field of the incident wave.

14



Types of Directional Couplers

Two versions of the Bethe hole directional coupler:

(Coupled) @
(Input) @

(Inpur) (1)

g

(b)

| s @ (Isolated)
P ————— AN —— -
! g4 (2) (Through)
Y Y ) — = — — — — A, — ] — —
7 5/7_ ¥ b /
7 y a1
// ] / -
() )
(Coupled) (3)
A
- Y
~
-~ -
-,
p— —— _¥ —
.
O™~
\\'
N
\ “
~
N2
-
~
> 6

~

@ (Isolated)

(a) Parallel waveguides

©
% (Through) (b) Skewed waveguides
“F
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Types of Directional Couplers

1. Bethe hole directional coupler:

= In the upper guide, the normal electric dipole and the axial component of the
magnetic dipole radiate symmetrically in both directions.

= The transverse component of the magnetic dipole radiates antisymmetrically.

= The normal electric dipole moment and the axial magnetic dipole moment radiate
with even symmetry in the coupled guide, while the transverse magnetic dipole
moment radiates with odd symmetry.

= Thus, by adjusting the relative amplitudes of these two equivalent sources, we can
cancel the radiation In the direction of the isolated port, while enhancing the
radiation in the direction of the coupled port.

= Above figure shows two ways in which these wave amplitudes can be controlled;
In the coupler shown in figure(a), the two waveguides are parallel and the
coupling is controlled by s, the aperture offset from the sidewall of the waveguide.

16



Types of Directional Couplers

1. Bethe hole directional coupler:

= For the coupler of figure(b), the wave amplitudes are controlled by the angle,6,
between the two waveguides.

= First consider the configuration of figure (a), with an incident TE;, mode Into
port 1. These fields can be written as

X .
E, = Asin— L
a
-A  nx
H, = — sin— e /F?
Z1o a
TA X .
H, = J cos— e /Bz
pazi, a

where Z;5 = kono/pB is the wave impedance of the TE;, mode .

17



Types of Directional Couplers

1. Bethe hole directional coupler:
= The amplitudes of the forward and reverse traveling waves in the top guide are

,  —JjwA LTS Uoly [ . TS T? , TS
A7y = EgAeSIN — — ——| sin + ——C0s° —
. —jwA LTS Uoly [ . TS T? , TS
Al = EoAeSIiN — + —=—| sin — —— C0S* —

where P,y = ab/Z4, Is the power normalization constant.

= Note from above expressions that the amplitude of the wave excited toward port 4
A7, is generally different from that excited toward port 3 A7,, SO we can cancel

the power delivered to port 4 by setting AT, =

18



Types of Directional Couplers

1. Bethe hole directional coupler:

= |f we assume that the aperture is round, then the polarizabilities as a, = 2r5 /3

and a,, = 415 /3, where 1, is the radius of the aperture. Then we obtain the
following condition A7, = 0.

. TS Ao
SIN — =
\/2(/1% — a?)
= The coupling factor iIs then given by
C =201 4 dB
= 08 |7 —
AlO
and the directivity by
A=
D = 20log A—f’ dB
10

19



Types of Directional Couplers

1. Bethe hole directional coupler:

= For the skewed geometry of figure(b), the aperture may be centered at s = a/2,
and the skew angle 8 adjusted for cancellation at port 4. In this case, the normal
electric field does not change with 6, but the transverse magnetic field
components are reduced by cos 0. We can account for the skew angle by replacing
a,, In the previous derivation by a,, cos 8. The wave amplitudes, then become,

fors =a/2,
—jwA |
ATy =
10 P10 _
. —jwAl|
AT, =
10 P10

Eole —

Ho%m
2
Z3o
Ho%m
—5— COS 6
10

cos 6

20



Types of Directional Couplers

1. Bethe hole directional coupler:
= Setting A7, = 0 results in the following condition for the angle 6,

cos O = k—g
232
= The coupling factor then simplifies to
C =20log|—| = —2010g4k§r03 dB
10 3abp

= The angular geometry of the skewed Bethe hole coupler is often a disadvantage In
terms of fabrication and application. In addition, both coupler designs operate
properly only at the design frequency; deviation from this frequency will alter the
coupling level and the directivity

21



Types of Directional Couplers

2. Multihole Couplers:

= A single-hole coupler has a relatively narrow bandwidth, at least in terms of its
directivity. However, if the coupler is designed with a series of coupling holes, the
extra degrees of freedom can be used to increase this bandwidth.

= First let us consider the operation of the two-hole coupler shown in figure. Two
parallel waveguides sharing a common broad wall are shown, although the same
type of structure could be made in microstrip line or stripline form.

= Two small apertures are spaced A,/4 apart and couple the two guides. A wave
entering at port 1 is mostly transmitted through to port 2, but some power Is
coupled through the two apertures.

= |[f a phase reference is taken at the first aperture, then the phase of the wave
Incident at the second aperture will be —90°.

22



Types of Directional Couplers

2. Multihole Couplers:

@ (Isolated) (Coupled)

\ (Out of phase) <——A /4—> (In phase)

®
e
- - w%\
+ : )
@

g_’
0° —90°

(D  (Input) (Through)

Basic operation of a two-hole directional coupler



Types of Directional Couplers

2. Multihole Couplers:

= Each aperture will radiate a forward wave component and a backward wave
component into the upper guide; in general, the forward and backward amplitudes
are different.

= [n the direction of port 3, both wave components are in phase because both have
traveled A, /4 to the second aperture.

= However, we obtain a cancellation in the direction of port 4 because the wave
coming through the second aperture travels A, /2 further than the wave component

coming through the first aperture.

= Clearly, this cancellation is frequency sensitive, making the directivity a sensitive
function of frequency.

= The coupling is less frequency dependent since the path lengths from port 1 to
port 3 are always the same.

24



Types of Directional Couplers

2. Multihole Couplers:

Matched terminated
isolated port Coupled port

Coupling holes

Transmitted port

25



T-Junction Power Divider/ Waveguide Tees

= The T-junction power divider is a simple three-port network that can be used for
power division or power combining, and it can be implemented in virtually any
type of transmission line medium.

q

TN N—7 /11

(a) (b)

(a) E-plane waveguide T (b) H-plane waveguide T

26



Scattering Matrix of Three-Port Networks (T-Junctions)

= The simplest type of power divider is a T-junction, which is a three-port network
with two Inputs and one output. The scattering matrix of an arbitrary three-port
network has nine independent elements:

511 512 513-
[5] — 521 522 523
531 532 533

= |f the device Is passive and contains no anisotropic materials, then it must be
reciprocal and its scattering matrix will be symmetric(S;; = S;;).

= Usually, to avoid power loss, we would like to have a junction that is lossless and
matched at all ports. We can easily show, however, that it i1s impossible to
construct such a three-port lossless reciprocal network that is matched at all

ports.

217



Scattering Matrix of Three-Port Networks (T-Junctions)

= If all ports are matched, then S;; = 0, and If the network is reciprocal, the
scattering matrix reduces to

0 Sip Sz
[ST =512 0 S23
513 523 0

= |f the network is also lossless, then energy conservation requires that the scattering
matrix satisfy the unitary properties, which leads to the following conditions:

Si2|* + 181317 = (1)
Si21* + 182317 = (2)
S5l + 152317 = (3)
513523 = (4)
523512 = (5)

512513 = (6)
28



Scattering Matrix of Three-Port Networks (T-Junctions)

Sik2513 =0

(1)
(2)
(3)
(4)
(5)
(6)

= Equations (4)-(5) show that at least two of the three parameters(S;,, S13,S,3) must

be zero.

= However, this condition will always be inconsistent with one of equations (1)—(3),
Implying that a three-port network cannot be simultaneously lossless, reciprocal,

and matched at all ports.

= |f any one of these three conditions is relaxed, then a physically realizable device

IS possible.

29



E-Plane Tee

= An E-plane tee is a waveguide tee in which the axis of its side arm is parallel to
the E field of the main guide.

Port 3
Side arm
o o)

. 1 2
Port 1 |— Port 2 O O

E, )

vy NN l l

™ Collinear arm -~~~ 3

E-plane Tee or Series-Tee

= |f the collinear arms are symmetric about the side arm, there are two different
transmission characteristics as shown in the following figure.

30



E-Plane Tee

'« | Port 3

Port | Port 2 -
I
oM H ou (a)Input through main arm
(a)
In
< {Port3
Port 1 Port 2 (b)Input from side arm
Out1T H QOut

(b)
Two way transmission of E-plane Tee
31



E-Plane Tee

= When waves are fed into the side arm (port 3), the waves appearing at port 1 and
port 2 of the collinear arm will be in opposite phase and in the same magnitude.
Therefore,

513 = =523
= [n general, when an E-plane tee iIs constructed of an empty waveguide, it is poorly
matched at the tee junction. Hence S;; # 0 if i = j. However, since the collinear

arm is usually symmetric about the side arm, |S;3| = |S,3| and S,, = S;;. Hence
the S-matrix is simplified as

_511 512 513-
[S]= 512 511 —513

32



E-Plane Tee

= |f two in-phase waves are fed into portl and 2 of the collinear arm, the output
waves at port 3 will be opposite in phase and subtractive. Sometimes, this third
port is called the difference arm.

= By analogy with the voltage relationship in a series circuit, E-plane tee Is also
called Series-T .

= By suitable matching elements, we can make S3;; = 0 so that S;3 = —S,3

_511 512 513 -
[5] — 512 511 —513
_513 —513 0 .




E-Plane Tee

= Based on power consideration,

1 1
S = — S = - —
B2 23 V2
= |t can be shown that
S11 =55, = E and S1, = 531 ==

= S-matrix of E-plane Tee Is

i1 1
_§11 §12 5;3_ i i \/51 1_1 1 V2 |
Vi VE o

34



H-Plane Tee

= In an H-plane tee, if two in-phase input waves are fed into ports 1 and 2 of the
collinear arm, the output waves at Port 3 will be in-phase and additive. Because of
this, the third port is called the sum arm.

Port 1 o | o
1 T\\\ 2
Port 2 o \) o

Collinear
arm

Port 3 3
H arm (side arm)

H-Tee or Shunt-T

35



H-Plane Tee

= Conversely, an input wave at Port 3 will be equally divided into ports 1 and 2 in
phase. Because the magnetic field loops get divided into two arms 1 and 2 in a
manner similar to currents between branches in the parallel circuit, an H-plane
junction is also called a shunt junction.

= For a symmetrical and lossless junction, in absence of non-linear elements at the
H-plane junction, the S-parameters are obtained in a similar manner as in the case
of E-plane junction: Since it is a three-port junction, the scattering matrix can be
derived as follows:

_511 512 513-
[5] — 521 522 523
_531 532 533_

36



H-Plane Tee

= Because of plane of symmetry of the junction, the Scattering coefficients are
523 = 913
= |f Port 3 is perfectly matched to the junction, S35 = 0
= For symmetric property, S;; = Sj;
S21 = S12; 531 = S13; S32 = S23 = 313
= With the above properties, [S] becomes,
-511 512 513- -511 512 513-
1S] = [S21 S22 S23
_531 532 533_ _513 513 0 |
= For the symmetry and lossless properties,
[S1[S]** = [U]

|
W
—
N
s
N
N
W
—
w




H-Plane Tee

1S111% + 1S121% + 181317 =
S121% + 1S02]% + 1S13]% =

513511 + 513512 = 0
= From first two equations, we get S,, = S;

= From third equation, we get S;3 = \/—15

= From last equation, we get
$13(S11 +512) =0

— 513 — 0 or (Sikl +S]>|_<2) — 0
S513F70=(5{1 +S5{2) =0= 5, = =511

= Substituting these values in the first equation, S;; = %

1
= S22 = 512 =3

(1)
(2)
(3)
(4)

38



H-Plane Tee

S22 = 512
1
S13 = ﬁ

= Substituting these values in S-matrix, we get S-matrix of the H-plane Tee

S11

521

531

512
522
532

Si3.
523

533

_511
512

513

512
522
513

S13.
513

O -

|
N[ =

e

!

2

1
2
1
2
1
V2

1-

Siias




Magic-Tee

= A hybrid tee is formed with the combination of the E-plane and H-plane tees and
Is called a magic-T. It has four ports as shown in figure:

Difference
or E-arm

N

3 -
|~
-~

Collinear arm2

~
-
-~

)

Collinear arm1 H-plane T H-arm

E-plane T
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Magic-Tee

= The magic-T has the following characteristics when all the ports are terminated
with a matched loads:

1. If two waves of equal magnitude and equal phase are fed into ports 1 and 2, the
output at Port 3 Is subtractive and becomes zero and total output will appear
additively at the port 4. Hence, Port 3 is called the difference or E-arm and 4, the
sum or H-arm.

2. A wave Incident at Port 3 (E-arm) divides equally between ports 1 and 2 but Is
opposite in phase with no coupling to Port 4 (H-arm). Thus,

S13 = =523, S43 =0
3. A wave Incident at Port 4 (H-arm) divides equally between ports 1 and 2 in
phase with no coupling to port 3 (E-arm). Thus,

1
— =S5S,=S,, and S, =0
2 24 42 34

514 = 812 =
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Magic-Tee

4. A wave fed into one collinear port, 1 or 2, will not appear in the other collinear
Ports, 2 or 1, respectively. Hence, two collinear ports 1 and 2 are isolated from
each other, making

S12 =521 =0
= A magic-T can be matched by putting tuning screws suitably in the E and H-arms
without destroying the symmetry of the junctions. Therefore, for an ideal lossless
magic-T matched at ports 3 and 4, S35 = S,, = 0. Therefore, the S-matrix for a
magic-T, matched at ports 3 and 4 given by
S11 S12 513 S14] [S11 Siz S13 S14
S21 S22 523 Sz S12 S22 513 Sua
S31 532 533 S34 513 —513 0 O
S41 Saz2 Saz Saal LS4 Sia 0 0

[S] =
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Magic-Tee
S11 S12 S13 S14] [S11 Si2
1S] =

531 532 533 534 513 _513
—541 542 543 544— -514 514
= From the unitary property applied to rows 1 and 2, we get
S111% + [S121% + 1S131% + [S14]% =1
S121% + 18221 + [S131% + 1S141% = 1
= Subtracting these two equations:
S111% + 182217 = 0= 511 = Sy,

= Form the unitary property applied to rows 3 and 4, |S;3| =

Sy1 Szz Sa23 Sz S12 Sz =513 Sia

S13 S14

0 O

0 O

1 1
7 and [Siyl = &

(1)
(2)

= Substituting these values in equation(1), |S;1]|% + |S;2]? = 0 = |S{1]| = |S12] =0
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512
513

512
522
_513
Sl4

513
—513

0

0

Magic-Tee

S14 7
514
0

0

(NN =]

0 0
0 0

1/V2 —1/4/2

1/42  1/42
0 1 1
0 —1 1
—1 0 0
1 0 0

1/vV2 1/32 ]
—1/42 1/42
0 0

0 O
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Attenuator

= Attenuators are passive devices used to control power levels in a microwave
system by partially absorbing the transmitted signal wave. Both fixed and variable
attenuators are designed using resistive films (aguadag coated dielectric sheet).

= A coaxial fixed attenuator uses a film with losses on the center conductor to
absorb some of the power as shown in figure(a).

= The fixed waveguide type [figure (b)] consists of a thin dielectric strip coated with
resistive film and placed at the center of the waveguide parallel to the maximum E
field.

= Induced current on the resistive film due to the incident wave results in power
dissipation, leading to attenuation of microwave energy.

= The dielectric strip iIs tapered at both ends up to a length of more than half
wavelength to reduce reflections. The resistive vane is supported by two dielectric
rods separated by an odd multiple of quarter wavelength and perpendicular to the
electric field [figure (b)].
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Attenuator

Variable-type Attenuator:
= A variable-type attenuator can be constructed

= by moving the resistive vane by means of micrometer screw from one side of
the narrow wall to the center where the E-field is maximum [figure(b)] or

= py changing the depth of insertion of a resistive vane at an E-field maximum
through a longitudinal slot at the middle of the broad wall as shown iIn

figure(c).
= A maximum of 90 dB attenuation is possible with VSWR of 1.05.

= The resistance card can be shaped to give a linear variation of attenuation with the
depth of insertion.
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Attenuator

Precision-type Variable Attenuator:

= A precision-type variable attenuator makes use of a circular waveguide section (C)
containing a very thin tapered resistive card (R,), to both sides of which are
connected axisymmetric sections of circular-to-rectangular waveguide tapered
transitions (RC, and RC,) as shown in figure(a).

= The center circular section with the resistive card can be precisely rotated by 360
with respect to the two fixed sections of circular to rectangular waveguide
transitions.

= The Induced current on the resistive card R, due to the incident signal is dissipated
as heat and produces attenuation of the transmitted signal.

= The incident TE,, dominant wave In the rectangular waveguide Is converted into a
dominant TE,; mode in the circular waveguide.
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Attenuator

Precision-type Variable Attenuator:

R,R,,Rs: Tapered resistive cards; RC, and RC,: Rectangular-to-circular waveguide
transitions; C: Circular waveguide section 49



Attenuator

Precision-type Variable Attenuator:

= A very thin tapered resistive card is placed perpendicular to the E-field at the
circular end of each transition section so that it has a negligible effect on the field
perpendicular to it but absorbs any component parallel to it.

= Therefore, a pure TE;; mode Is excited in the middle section.

= With reference to figure(b), If the resistive card in the center section iIs kept at an
angle @ relative to the E-field direction of the TE;; mode, the component E cos 6
parallel to the card gets absorbed while the component E sin8 is transmitted
without attenuation. This later component finally appears as electric field
component E sin?@ in the rectangular output guide.

= Therefore, the attenuation of the incident wave Is
a = —201log|S,,| = —201log(sin?0) = —401log(sin )
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Attenuator

Electronically-Controlled Attenuators:

= For applications in various microwave systems, it Is desirable to have an
attenuator whose attenuation can be controlled by the application of a suitable
signal, such as dc voltage or a bias current.

= Two devices that are suitable for use in an electronically controlled attenuator are
the PIN diode and a field-effect transistor.

= These devices can be used as variable resistors whose resistance is controlled by
the applied signal.

= The basic attenuator network is a symmetric T or = network as shown in figures(a)
and (b).

= Resistor values R; and R, are chosen so that when the attenuator is terminated in a
resistance equal to the transmission-line characteristic impedance Z., the input Is
matched, that is, Z;,, = Z., and to provide an output voltage reduction by factor K.
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Attenuator

Electronically-Controlled Attenuators:

Ze

a6

Two basic attenuator networks
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Attenuator

Electronically-Controlled Attenuators:
= For the T-network , we have

RZ (Rl + Zc)

R, = Ry +
me Tt TR 4+ R, + 2,

* For R;,, = Z., We get the equation
Ry(Ry + Z¢)
Ri+R,+Z,
Ze(Ry+Ry+Z:) =R (R + Ry + Z.) + Ry(Ry + Z,)
Z.(R{ +Ry,) +Z? =Z.(R{ + Ry) + R? + 2R{R,
— 72 = R% + 2R{R,
* For R;,, = Z_, the Thevenin impedance seen by the load equals Z...

ZC=R1+
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Attenuator

Electronically-Controlled Attenuators:

= The Thevenin open-circuit voltage across R, is
R,
Vru "R, +R,+7Z, g
= The power delivered to the load is

2 2 2
L\Vew|™, _(___Re Vsl
“ \R{+R,+Z.] 8Z.

2122,
= The available power is |I{g 2/8ZC, so that the power attenuation K2 is given by

2
K2 = i
Ry + Ry + Z,
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Attenuator

Electronically-Controlled Attenuators:

= When K has been specified, and also requiring that R;,, = Z., we have two
equations that are readily solved for the required values of R;and R,. Thus, we
find that

1-K
V714K 7€
2K
= For 10-dB attenuation in a 50 Q system, K = +/0.1 which results in
R, = 25.97 Q

R, = 35.14 Q
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Attenuator

Electronically-Controlled Attenuators:

= For 3-dB attenuation in a 50  system, K = +/0.5 which results in
R, = 8.580Q
R, =141.40Q

= For a m-network, R;and R, are given by
_1+K

R, = —
1 1_K C
P _1—K2
27 2K

Ze
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Microwave Resonators
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Introduction

A resonator is a device or circuit that
exhibits resonance

In an electrical circuit, resonance
condition occurs at a frequency
when capacitive and inductive
reactances become equal in
magnitude and electric energy
oscillates between electric field of a
capacitor and magnetic field of an
inductor.

Microwave resonators are used in a
variety of applications:

* Filters

Oscillators

Tuned amplifiers
Frequency meters

At frequencies near resonance, a
microwave resonator can be
modeled as series or parallel RLC
lumped element electric circuit

The basic properties of series and
parallel RLC circuits are reviewed
first.



Series RLC Circuit

For the series RLC circuit shown in the
figure:
YA R+ jwlL —j 1
mn ] ] (,()C

1
=R+jwL(1-
Je@ < szC>

2
Zin =R+ jol{1-22
n ] wZ Re(Z;y,) /I\ Im(Z;y,)
R

1
where wg = NiTe




Series RLC Circuit

|Zin ()| = \/RZ + w2[2(1 — w2/ w?)? | Zin (@)

An important parameter of the resonant circuit
is its Q which is defined as:

R/0.707
average energy stored R
¢=w average power dissipated
1 w/wg
0 o/t We
Ploss

At resonance, W,,, = W,

The Q of a resonator itself disregarding the external loading effect is called the
unloaded Q and denoted by Q,



Series RLC Circuit

Therefore, @, = wy IZJWm
loss
|I|%L L
0= @olrzRr T “oR
Since wy2 = —
LC
_ 1
Qo = woRC

Let us now study the behavior of the
input impedance of a series RLC
resonator near its resonance

2. =R+ joL
in — ]‘1)1’(: (1)2 :)
In the vicinity of resonance,

w? — wi =

(w— wp)(w + wy) *2wAw
For small Aw,
20Aw

Zin ® R+ jowL ~ R+ j2AwL




Series RLC Circuit

Let us now consider half power fractional bandwidth of the resonator

2 174 2

Zin

We have P, = ~VI* ==7, |-

Therefore, Re(P;,) = %R

2
When w = wy, Z;;, = R and Re(Pin)Ja):a)O — %

. R 1
When |Zin|2 = 2R* that is |Zinlzm Re(Pin) =5 Re(Pin)Jw:wo

i2A AZZZ
From Z;, ~ R + 229%% |Z;,|2 = R? 4 229 8°€0 — pp2

Wy 0)0

200\% 1 . . 24 1
= (—w) = — Therefore, fractional bandwidth =
Wo 0 Wo Qo



Parallel RLC Circuit

For the parallel RLC circuit shown in the figure: J—
1 1 +
Zin = 1 1 - 1 : R L = C
(§+j(1)—L+]a)C> (E—ﬁ(l—szC)> |74
l+ (1 —w?LC F
RTI\7T wL Zin
(l) + (1 — w2LC ) Re(Zs)
R wL Im(Zin)
R __________________
Re(Z;; ) attains its maximum value R at the /\
resonance frequency
0 ” 0

1
w = —
0 ™ JVIC




Parallel RLC Circuit

For such parallel RLC circuit

RC R |Zin(w)|
Qo = wy = wol.
Near resonance w = wg + Aw R
1 1\ !
7. ==+ ijwC +— 0.707R -
in (R T +ij>

1 1 -1
= (= + jw.C + jAwC
<R+J‘”° Tjhw +j(a)0+Aa))L>

1
Zin = (E + jwoC + jAwC +

—1
JjwoL(1 + Aa)/a)o)>

1 w/wy

When Aw/wy < 1 we can use the approximation 1/(1 + Aw/wy) = 1 — Aw/w,

7 Y ieCtideC+ 1B
i =\ R TR TR T L jwil



Parallel RLC Circuit

1 | 1 Aw \
Zin=|=+jweC + jJAwC + - -

R ]a)OL_]a)(Z,L
-1
JAw
Lin = <— + jJAwC +T)
Wq
Z—1+'AC+'AC_1_ R
in = \g TIECL TR | T T j2AwRC

Since Qy = woRC,
R

7, =
14 j2Aw Qy/ wo




Parallel RLC Circuit

1 (/N 1|V)]2 1 1
Re(P; =—V(—) = = |I12|Z;)? =
e(P) =5V (5) =575 =5 1P1Zml*
At resonance Re(Pip)|p=w, = % |I|?R
Re(Pin)  _ |Zipl?
Therefore, RePolocae K2
F Re(Pin) tob 1 R_z_ |Z |2
OrRe(Pin)|w=a)o 0 become -, ~ = |Zin
R
From Z;,, = TV 2Aw Qy/wy =1

Therefore, fractional bandwidth 2Aw/wy, = 1/0Q,



Loaded Q

The unloaded @ of a circuit Q, is the quality factor of the circuit without any
external loading

In practice, external circuitry connected to the resonator will produce loading
effect.

Let the loading of the external circuit be represented by a load resistance R,
and the Q of the external circuit by Q,.

Let Q; be the Qof the loaded circuit.

: _ L 1 R+R 1 1
For series RLC circuit Q; = wy Therefore, — = ——k = — 4 —
R+Ry, QL woL Qo Qe
Similarly, for a parallel RLC circuit R and Ry are in parallel and
RR 1 R+R)L 1 1
Q. = L Therefore, — = LoB*RWL _ 1 4 1

wo(R+R)L QL RRy, Qe Qo



Transmission Line Resonators

Transmission line sections of various lengths and
terminations (open or short) can be used as a
resonator.

Let us consider a lossy transmission line of length [
terminated to a short circuit at one end. The
transmission line is low loss with very small value of
attenuation constant a

The transmission line has characteristic impedance Z,

At w = w [=1/2
Z; + Zytanhyl

07, + Z, tanhyl

Zin :Z

a p Z

Zin




Transmission Line Resonators

ForZ, =0 Z,, =Zytanhyl = Zytanh(a + jB)l1
tanh al+j tan Sl
0 1+j tan Bl tanh al

Therefore, Z;, =72

Since we have considered a low loss line, al < 1

tanh al = al

wl wol Awl
fl=— = +
Up Vp D

: A wol 21 fo A
Sincel ==atw = w,, — = LR




Transmission Line Resonators

[  Awl wol

w
Now, Bl =—"+ and =7
Up Vp Up
AwT AwT AwT
Therefore, pl=m+—— and tanfl = tan (n + ) ~
Wy Wy Wy
.(AwT
tanh al+j tan fl al+](w—0)

Hence, Z;, = Z ~ /

0 1+/ tan Bl tanh al - Awm

0 1+jal(w—0)

Therefore, Z;,, = Z, (al +jAam)

Wo
Comparing with a series resonant circuit for which



Transmission Line Resonators

R =Zyal and [ =I%
2(()0
. 1 2
Capacitance C can be found from C = — =

ng 77:(1)020

L
Unloaded @Q of the resonator @y = w}g = —




Transmission Line Resonators

Let us now consider another transmission line resonator which
consists of a short-circuited transmission line of length 1/4 .

A
IZZ at w = wy

tanh al+j tan Sl
0 1+j tan Bl tanh al

We have Lin =2

Multiplying the numerator and denominator by —j cot 5l
1 — jtanh al cot Sl

? tanh al — j cot Bl

Zin:Z



Transmission Line Resonators

let w = wy + Aw

l_a)ol Aa)l_n_l_nAa)
'B_vp Vp 2 2w,

TTAw TTAw

Therefore, cotfl=—tan—~= ——
20)0 20)0

1—jtanh al cot Sl
We have Z;,, = Z, / : 4
tanh al—j cot Sl

1+j al(;TAT(:)

Therefore, Z;,= Z, — = R
al+j—— al+j——
20 wo



Transmission Line Resonators
Zg B 1
TAw  al . mAw
L P s b vy
For a parallel RLC circuit near resonance,
R 1

~y —

m 7 14j200RC T Ltj200C

Zinz

Therefore, R =% and C = —
al 4(1)020
Qo = woRC =

4al



Waveguide Resonators

At higher microwave frequencies transmission line
resonators have relatively low value of Q.

Since open ended waveguide can radiate
significantly, waveguide resonators are usually short
circuited at both ends forming a cavity.

Electric and magnetic energy is stored within the
cavity enclosed.

Dissipation of power takes place on the waveguide
walls as well as in the dielectric material filling the
cavity if the dielectric is lossy.

Rectangular cavity

0 U

Cylindrical cavity




Waveguide Resonators

Coupling to cavity resonator may be done using a small aperture or a probe or a
loop.

|

—
Probe coupling

Aperture coupling

|

—
Loop coupling




Resonant Frequencies of Rectangular Cavity

We first find the resonant frequencies [Y
of the cavity assuming it to be b
lossless.
O >

The unloaded Q of the cavity is then

determined considering small amount

of loss on the waveguide walls as well d

as in the dielectric material. /
74




Resonant Frequencies of Rectangular Cavity

For TE,,, or TM,,, mode

Et(x, y,z) = e(x, y)(A+e‘jﬂng + A‘ejrgmnz)

A

Transverse variation  Amplitudes of forward
and backward wave

. [T

v




Resonant Frequencies of Rectangular Cavity

E,=0atz=0 = At = —A~ b“Y
Et =Qatz=d
O >
B (x,y,d) = —8(x,y)A*2j sin fpd = 0 a X
For At #0 ]
Bmnd =l wherel =1,2,3 ... /
=~ For a rectangular cavity, the wave number 7

For b<a<d , the dominant

2

mm\2 /nm\2 I .

kg = \/(_) + (?) + (E) resonant mode is TE;5; and d = /179
@ for TE,, mode.



Unloaded Q of TE;y; mode

For TE,;; mode we can write the field
components as follows:
I[P . .
E, = A" sin;(e‘fﬁz — e/h?)
At mx . .
H, =— sin— (e 7/F% 4 e/F7)
ZTE a
_ jmAY

2 coS nax (e‘jﬁz — ejﬁz)

kna

—jwua

We have seen that for TE;, mode

X g,
H, =A;ycos—e™/
a

—jwua X .
Ey - Jn_‘u Alosinze_JﬁZ
jpa . T
H, =7A10 sin—e iz
H,=E, =0
" v wp = kn
JATT




Unloaded Q of TE;y; mode

X . .
E. = At sin— (e /P% — ¢JBz
y +Sll’l a (e e )
A X . .
Hx = —Z—TESiI’IF(B_]BZ + GJBZ)
jmAt  mx

V4

- kna

+

Substituting E, = %, we get

E o B nx _ Ilnz
y = Ep sin . sin p
JE, = mx Iz
H, = — sin— cos
ZTE a d
jnE, nwx _ Ilnz
H, = CcOS—Ssin

kna a d

(e~ iBz _ pibz
cos— (e e )

€
WQ=ZJV E,E;dv =

At resonance,

We = Wi

eabd

16

|Eol?



Unloaded Q of TE;,; mode

Case I. The dielectric is perfect but cavity walls are slightly lossy

The power loss on the conducting walls can be found as
. Surface resistivity

P.=— |Ht| ds of metallic walls
walls

(Uﬂo
R, =
20

The conductor loss can be found as
E(%AZ (lzab bd 1’a d )

d? +a2+2d+2a

2woWe
c — PC

c 8772




Unloaded Q of TE;,; mode

Case Il. The dielectric is lossy but cavity Qg4 with lossy dielectric but perfectly

walls are perfectly conducting. conducting wall is
= —je' = 11—t o) Elabd
€ =€ —je €o€r(1 —jtand) _Za) @ |Eo|2_ o B
o o _ _ Qa = abdwe’' |Ey|2 €  tané
Power dissipated within the dielectric volume g
IS
17 -5 - we'’ o
p, = _j 7 Frdv = j IE|2dv Unloaded Q of the cavity is
2 V 2 1%
bdwe" |Ey|? Q (1 + - >_1
avawe = | — 4+ —
= - ° Qe Qa

8



Circular Waveguide Cavity Resonator

Since the dominant mode of circular waveguide
iIs TE;;, the dominant mode of the circular
waveguide cavity is TE{4;.

For TM modes, the mode with the lowest cut
off frequency is TM,; mode.

The resonant frequencies of TE,,,,,;; and TM,,,,;
modes of the circular waveguide cavities can be
found as follows:

E')t(p’ Q, Z) = é’(p’ @)(A+e—jﬁnmz + A—ej,gnmz)

For TE,,,,, mode

o= i~

For TM,,,,, mode

!
Pnm
a

)2

ﬁnm=Jk2—(

pnm

a

)



Circular Waveguide Cavity Resonator

E,=0atz=0
We have
AT = —-A"
Et =0atz=d
We have
sin B,md = 0

Bnmd =l wherel = 1,2,3 ...

For the resonant TE,,,,;; mode

fami =

Cc

2T0\/ iy €y

I

!
Pnm
a

)+

For the resonant TM,,,,,; mode

fami =

C

I
d

_>2

pnm

2T\ Uy €y

J

a



Circular Waveguide Cavity Resonator

Q factor for the cylindrical cavities can be found
in the same manner as in rectangular cavities.

Cylindrical cavity operating at TE;,;; mode is
often used for frequency meters because of its
higher Q
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EC38/701

ANTENNAS AND MICROWAVE
ENGINEERING



UNIT V
MICROWAVE DESIGN PRINCIPLES

= Impedance transformation

= Impedance Matching

= Microwave Filter Design

= RF and Microwave Amplifier Design
= Microwave Power amplifier Design
= Low Noise Amplifier Design

= Microwave Mixer Design

= Microwave Oscillator Design



" |-section impedance matching
= Single and double stub matching
" Quarter wave transformer



Matching Network

An impedance matching network
is placed between a load
impedance and a transmission
line.

The matching network is ideally
lossless, to avoid any loss of
power

It is designed in such a way that
the impedance seen looking into
the matching network is Z,.

Matching
Network

A matching network can be found as long
as Z; has positive real part

Factors that are considered while selecting
a particular matching network are:
Complexity, bandwidth, Implementation
and adjustibility



L-section impedance matching network

Uses two reactive elements to match an arbitrary load to a
transmission line

— | jX o ¢ jX ¢
Z, jB Z, Z, |JB A
° ® ¢ ¢
Used when z; = Z; /Z, is inside the Used when 3, = Z; /Z, is outside the

1 + jx circle in the smith chart 1 + jx circle in the smith chart



L-section impedance matching network

For this case R; > Z

For impedance matching, we must have

1
Zo=]X +- -
0=J jB+ 1/(R, + jX)
R, +jiX
Zo = jX + - LT JAL

jBR, — BX, + 1

Z()(].BRL - BXL + 1)
= jX(JBR, — BX, + 1) + R, + jX,

Equating the real part from both sides
—ZoBX; +Zy = —XBR; + R;
B(XRL _Z()XL) — RL - ZO

——| X .

Used when 3, = Z; /Z, is inside the
1 + jx circle in the smith chart



L-section impedance matching network

Zy(JBR;, —BX; +1) = jX(jBR, —BX; + 1)+ R, +jX;

Equating the imaginary parts we can write

ZoBR; = —XBX; + X+ X;

= X(1—-BX;) =ZyBR;, — X;

We therefore have a set of two equations

B(XR; —ZyX;) =R, — Z,
and

X(1—-BX;)=ZyBR;, — X,
from which Band X are to be determined



L-section impedance matching network
From X(1 — BX,) = ZoBR, — X,

_ ZoBR, - X,
- (1-BXy)

SUbStitUting Xin B(XRL — ZOXL) = RL — ZO
ZoBZRg — BRLXL - BZOXL + BZZOXLZI — (RL - Zo) - (RL - ZO)BXL

B%2Zy(R? + X2) —2BZyX;, — (R, — Z,) = 0



L-section impedance matching network

B%2Zy(Rf + X)) — 2BZyX, — (R, — Zy) =0

270X, + \/ AZ5XE + 4Zy(RF + X)) (R, — Zy)
B =

274 (R + X2)

X VXE+ R+ XD R/ Zy — 1)

B
(R +XD)

X, +yR,/ZyRE+ X — R, Z,
- (R; + X1)

B



L-section impedance matching network

Since we use the matching network for R; > Z,, the term R% +

X? — R, Z, is always positive and therefore there exist a real
valued solution for B.

Once B is calculated, X can be calculated from

 ZyBR,— X,

=TT Bx)




Example: L-section matching

Let an impedance of Z; = (100 — j50)Q is to be matched to a 50Q line using
a L-section matching network at an operating frequency of 500 MHz. Let us
design the matching network.

We have
g = X, + R, /Zo\JRE + XE — R, Z,
(RL +XD)
5504 v100/50 V1002 + 502 — 100 X 50 _  0,0058 Q-1
(1002 + 50?) —0.0138 071

X

_ZoBR,— X, _ [ 61.23720
(1-BX,) |-61.23720Q



Example: L-section matching

We have two solutions which are as follows:

Solution 1 m ]
C=-2_=185pF - " o= |z
= omp . O0P 5 T l
L =2 =19.49 nH
2nf Network for solution 1
Solution 2
5 —
1 ‘
= —- — = ( |
¢ 2TfX 5.2 pF Z L %’ Z;
[ = ——— =231 nH [T
21fB

Network for solution 2



L-section matching

For the matching network as shown, we have

R, < Z, 0 X .
1 _ 1
?=]B+jX+Rf+jXL z, |JB 7,
Zo PR VIR : :
X and B can be found as Used when z; = Z; /Z, is outside
X = i\/RL(Zo —R) - X, the 1 + jx circle in the smith chart

V(Zo —R)/R,

B=+
Zo




Example: L-section matching with Smith chart

Let us now consider an example how L-

impedance can be done using a Smith chart. Since Ry, > Z, , we use

the following circuit

Let us discuss the matching of a 100 Q load
with a transmission line of characteristic

impedance 50 () at 100 MHz. We use Smith | JjX
chart to do this matching.

When we consider the matching in Smith chart . .
our starting point is normalized z; =2 + j0O
and after matching wereachz =1 + 0O



We mark z; = 2 + j0 on the smith chart.
Since we need to add an admittance first, we
first find y = 0.5 + jO and add a mirror of
r = 1 circle.

We add jb = j0.5 to reach rotated r =1

.°:’0 "e,o’ , Oy ?:\ 1
':'3:5.“”% e 2R A\ circle C = 16pF
LT NRS A i \w\1\  Therefore,
7 ’.‘" !@-’ \ \ote S
ﬁli % ;s { (;—s =2m x 108x C 16pF — — %1009
r? C =16 pF o

Having determined we come back to r = 1
circle and we land at the point (1 —j1).

We add a reactance of jx = j1 to move to the
centre of the Smith chart.

Therefore,

50 = 2r X 108X L SOnEl

L =380nH o Y YL
16pF::

1002




Stub Matching

A stub 1s a short section of transmission line which is either short circuited or
open circuited at one end.

A single stub matching circuit consists of a series or shunt stub as shown in the
figures below:

The design parameters are the distance of the stub d from the load and length
of the stub [

Open or Short —JB A
@
[ IIZIO ‘ —jX
ra—
Zy — d 7, Z,
@ 4 @
Zin =Zo tJjX

Series Stub Matching

Shunt Stub Matching



Series Stub Matching

Analytical solution
The distance of the stub location d s so
chosenthat Z,,, = Z, + jX

The stub length [ is then so chosen for a short
or open stub that input impedance of the stub
Is —jX. This results in matching.

Z; +jZytan Bd
Zin = Zg -
Zo+jZ; tan Bd
We equate Re(Z;,) to Z, and find solution
for d.

Open or Short
[ II ZIO ‘ —jX
Ca——
Z, — d z,
Zin =1Zo+]jX

Zy



Series Stub Matching

Analytical solution
For the computed value of d we calculate X.
The stub length [ is then found out for a short

or open stub to provide — jX. Open_ ?_r Short

[ II Zy ‘ _jx
Let us now derive the closed form —
expressions Zy ~d gz, Z,
LEtZLZRL +_]XL ® C o

1 Zm:ZO+]X
Y, =—=0G, +jB
L 7 L TJ]by



Series Stub Matching

Let t = tan fd

1 Y, +jYytan fd

Yin =5—=

Zin 'Yy + Y, tanpd

_ (G, +jBy) + jYpt
°Yo +j(G, + jBL)t

G, +j(By + Ypt)
0 (Yo — B.t) +jG.t

Yin =

Zin =R+ jX =—

61+t
"~ G? + (B + Y,yt)?

_ Gt — (Yo —tB)(By, + tY)

Yo( GZ + (B, + Yyt)?)



Series Stub Matching

GL(1+t2)
Gf +(BL+Yot)2

From R =

YO(GL - Yo)tz - ZBLYOt + (GLYO - GE - Bl%) —_ O

If GL — Yo, t = _BL/(ZYO)
else

_ B2 VG (Y — G)* + BE]/Y

‘ Gy — Yo)




Series Stub Matching

We get two solutions for d which are given by

(1

—tan~ 1t t>0
§=< 2T -
yi 1

—(m+tan't) t<O0

\27'[

With the values of t calculated, we calculate the values of X. Necessary stub
reactance X = —X.

If I, and [, respectively denote the lengths for the open and short circuited stubs,
then

s, 1, 41X 1
f=—tan 122 = ——

X l 1 .z 1 . Z
tan 1= and 2= ——tan 122 = —tgn1=2
A 21 Zy 21 Zy A 2T Xg 2T X

If any of the lengths comes out to be negative, 1/2 is added.



Example: Impedance Matching Series Stub

Let us consider an example where Z; = 100 + j50 Q is to be matched to a 50
Q line. By applying the analytical solutions we get:

t =—0.333 =t;andt = 1.0 = t,. We get two solutions for d

d 1

71 — % (T[ + tan_l tl) = 0.45
d, 1
7 = %tan t, = 0.125

We get two solutions for X as X; = 50 and X, = —50
Let us now find the lengths of the open circuited stubs to complete the solution

1 — Lan=120 20125 and 2 =05+ =tan 12 =0.375
A 277: X1 A 27T XZ



.
\ 024 B, 026
LS by
| IS 035 e
I—I < 27— FRLECTION COEFR
o2 ARG AiSSION COEFE
2 F TRANSMISSION C
(5 » TGLE OF TRANSMED
2 S 2
1 N 08
ok £
A < ~1

L

)

T
R CONDUCTANCE COMPONENT (G/ Yol

ONENT (R/Zo].

C
b

I

RESISTAN(

G T _
o
k0 —qvo1aav M
o
S e

213 — 0.164)

=1
0.375

x=-1
Xs
= 0.451

1

0.338 — 0.213 = 0.125
Lo
A
2

0.5 — (0.

Solution
d
A

d
A
Solution



Shunt Stub Matching

Analytical solution

The distance of the stub location d is so chosen that
Yin =Yy +JB
The stub length [ is then so chosen for a short or open

stub that input susceptance of the stub is —jB. This
results in matching.

P Z; + jZytan fd
m =07, +jZ, tan Bd

Yin =G +JB

We equate Re(Y;,) = Gto Y, and find solution for d.



Shunt Stub Matching

Analytical solution

For the computed value of d we calculate B. S

The stub length [ is then found out for a short
or open stub to provide — jB.

Let us now derive the closed form
expressions

Let

Z, =5 =R, +jX|



Shunt Stub Matching

Similar to series stub matching, let . 1
t = tan fd Yin =06 +jB =-—

P Z; +jZytan Bd
020+ jZy tan pd R (1+1tYH
" R? + (X, + Zyt)?

_ 5 (R, +jX1) + jZot
°Z, +j(R, +jX)t B = Rit— (Zy —tX )X, + tZy)
Zo(RE +(X, + Zt)?)

R, +j(X, + Zyt)

7 =7
a 0 (Zo — X1 t) +jR.t




Shunt Stub Matching

Rp(1+t2)
Rf +(X1+Zot)?

From G =

Zo(R, — Z)t? = 2X, Zot + (R, Zy — R —X£) =0

IfRL :ZO! t = _XL/(ZZO)
else

_ X, £ VR [Z — R)* + X2/ 2

‘ Ry — Zo)




Shunt Stub Matching

We get two solutions for d which are given by

(1

—tan~ 1t t>0
§=< 2T -
yi 1

—(m+tan't) t<O0

\27'[

With the values of t calculated, we calculate the values of B. Necessary stub
reactance B = —B.

If I, and [, respectively denote the lengths for the open and short circuited stubs,
then
b _ 1 -1Bs _

1 l 1 Y 1 Y
= —tan — ——tan and 2= ——tan 12 =—tan 12
A 27 Yo 27 Yo A 27 Bs 2T B

If any of the lengths comes out to be negative, 1/2 is added.

_1B



Example: Impedance Matching- Shunt Stub

Let us consider an example where Z; = 100 4 j60  is to be matched to a 50
Q line. By applying the analytical solutions we get:

t =3.4091 =t;andt = —1.0091 = t,. We get two solutions for d
d 1 1
] 7 T Etan tl = 0.2046
2 —
7 = E ( + tan 1 ty,) = 0.3743

We get two solutions for B as B; = 0.0221and B, = —0.0221
Let us now find the lengths of the open circuited stubs to complete the solution

o1 - Lan~181 03671 and 22 =05+ =tan"122 =0.1329
/1 21T YO /1 2TC Yo



Shunt Stub Matching using Open Stub

From Smith Chart

(0.5—-0.46) + 0.164 = 0.204

— = (0.5-0.46) + 0.336 = 0.376

£
l,1/A =0.132 g | i
1 j ™H 1T
— o | 1 A T i i,
lOZ//’l = 0.368 o] B A Te s e s 2 e
g 5 secaaicaiciimmmn s55: o ‘
1‘* Wé j‘ ms RESISTANCE COMPONENT. & )} OR CONDUCTANCE COMPONIT (G /Yol “2‘
I
Z;, =100+ j60 13l
L — +] 25 o ah
o2 e °
Analytical Ao s \
I\ Ok X

t1 = 3.4091 B £
t2 = —1.0091 S5 5

dl//l = 020459 N :;‘0 ..y‘l'%%o ’“\/\7
d,/A = 0.37428 NN | ]
l,1/1= 036710 NN iy Suaa
lo2/A = 0.13290 e b
D~ ) o o

560 e

4— *®0
$0 50



Double Stub Matching

As shown In Fig.1, the load is at an
arbitrary distance from the first

d
—>
Y% B, Yo/j31

Yo

stub.

L

7

Open Open
Orshort  Or short
Fig.1

In Fig.2, the load Y,

IS

transformed to the position of

the first stub as Y;

Open
or short

Open
Or short

Fig.2




Double Stub Matching

Analytical solution

From the figure, we have
Y=Y, +jB; =G, + B, +)B;
=G, +j(B, + By)

_vy Y; +jY,tan Bd

~ 0Y, +jY, tan Bd

We equate Re(Y,) to Y, and find solution
for d.

¢

Open Open
or short Or short




Double Stub Matching

Similar to earlier assumptions, let t = tan fd

vo—v Y; +jY,tan Bd
27 %Y, 4+ jY, tanBd

_vy |G, + j(B, + B1)] + jYot
°Yo +j[G, + j(B, + Bt

G, +j(B, + By + Yyt)
(Yo — B t — B;t) + jG;t

Y=Y



Double Stub Matching

On equating Re(Y,) to Y,
1+t* (Yo—Bpt—Bit)* 0

2
G +GLY, 2 + 2
1+ t? 4t2(Y, — B t — B t)?
G; =Y, 1+ |1-—
L0 g2 —\/ Y2(1 + t2)2
w Gis real,
- 4t%(Y, — B, t — B t)?
= Y2(1+t2)?
1+ t? 1 + tan? Bd Y,
0<G, <Y, — —

=Y, =
t? O tan2 Bd sin? fd




Double Stub Matching

Yo ++/(1+t2)G.Y, — G2
t
Yoo/ (1 + t2)G, Y, — G*t2 + G Y,
Gt
If [, and [ respectively denote the lengths for the open and short
circuited stubs

Bl =_BL+

Bz=i

l, 1 B
— = ——tan~ 1 —
A 2m Yo
and
lg 1 Y,
— ——tan~ 11—
A 21 an B

B — Blor Bz



Double Stub Matching Using Smith Chart

Yi=Yp+tYp =1
In normalized form, 1 = yz + ysp
Since y.p is purely imaginary we must have,

yg =1+ jbg and ysg = —jbg

Therefore, in the Smith chart yz must lieinthe g =1
circle.
To meet this requirement y, at AA" must lie on the

: 4amd :
g =1 circle rotated by % counter clockwise

direction.

Since y.4 is purely imaginary, the real part of y, must
be contributed solely by real part of y; i.e. g; .

The solution of double stub matching is then
determined by the intersection of g; circle with
rotated g = 1 circle .

Open
or short

Open
Or short

AI




Procedure

Plot g = 1 circle. ygshould be located on
this circle

located

Plot y;

Find intersection of g = g; circle with | 4 t
1 ) N: < '#J“" j&mc&i)isxn ‘J TA
rotated g = 1 circle at y41 & Y45 W ey &

Find yz points on g = 1 circle:
Yp1 and Yp;

Determine the stub lengths [, and [
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Quarter-wave Transformer

: . : : A :
A quarter-wave transformer is transmission line section of length " having

characteristic impedance Z;and used to match a real load R; to a
transmission line of characteristic impedance Z,, as shown in the figure.

We know that
, R, +jZ,tan pl

=7
n =17, +jRy tan Bl [=2/4

Dividing the numerator and
denominator by tan Sl and take Lo — A Z; = R;

the limit as Bl - m/2, we can

2
write Z;,, = i—lL. Equating Z;, to
ZowegetZ, =./R, Z, Zin



Quarter-wave Transformer

We note that matching is obtained at the frequency at which the
transformer is quarter wavelength long and at all odd harmonics
where the length corresponds to (2n + 1) 1/4.

The fractional bandwidth of such quarter-wave transformer can be
found as:

fo

[}, is the magnitude of the acceptable value of reflection coefficient

Af ) (4) | 2./Z1R;
— =2—|—]cos”
T \/1—F2 IRy, — Zo|




Use of Quarter-wave Transformer

Quarter-wave transformers can also be used in design of
matching network for matching complex load impedance to a
transmission line. The examples of such networks are shown:

[ =1/4 d l=A/4
L - . 4 ¢
Zo [— Zq Zo Z; Zo [ Zy Zy
L - . 4 ¢
Z.
Zin m

Short or Open




Microwave Filter Design

= A filter is a two-port network used to control the frequency response at a certain
point in an RF or microwave system by providing transmission at frequencies
within the passband of the filter and attenuation in the stopband of the filter.

= Typical frequency responses include low-pass, high-pass, bandpass, and band-
reject characteristics.

= Applications can be found iIn virtually any type of RF or microwave
communication, radar, or test and measurement system.

= Filters designed using the image parameter method consist of a cascade of
simpler two-port filter sections to provide the desired cutoff frequencies and
attenuation characteristics but do not allow the specification of a particular
frequency response over the complete operating range. Thus, although the
procedure is relatively simple, the design of filters by the image parameter method
often must be iterated many times to achieve the desired results.



Microwave Filter Design

= A more modern procedure, called the insertion loss method, uses network
synthesis techniques to design filters with a completely specified frequency
response. The design is simplified by beginning with low-pass filter prototypes
that are normalized in terms of impedance and frequency. Transformations are
then applied to convert the prototype designs to the desired frequency range and
Impedance level.

= Both the image parameter and insertion loss methods of filter design lead to
circuits using lumped elements (capacitors and inductors).

= For microwave applications such designs usually must be modified to employ
distributed elements consisting of transmission line sections. The Richards
transformation and the Kuroda identities provide this step.



Image Parameters for T- and wt-Networks

Zy2 Z,/2 Z,
o AAA'A% O

zg 222 ,E'Z‘;_.
Cr O o, O
T-Network -Network
ABCD parameters: ABCD parameters:
A=1+2,/22, A=1+2,/22,
B =27+ Z7/4Z, B =27,
C=1/Z> C=1/Zy+ Z,/4Z3
D=1+ 2,/22> D=1+ 2,/2Z>
Z parameters: Y parameters:
L1y =ZLpn =24+ 24,2 Iy =Yn=1/Z,+1/22,
L1y =2y =124, Yp=1=1/Z;
Image impedance: Image impedance:

/ /

Zir =\|Z12,\[1+ Z,/4Z, Zim = \[2,2,/ [\ + Z,/4Z, = 212,/ Zi7
Propagation constant: Propagation constant:

e =1+ 21/22y + |21/ 25 + Z2/4Z2 & =1+21/22>+ \/21/Z; + Z2/42




Filter Design by the Image Parameter Method

Constant-k Filter Sections:

= First consider the T-network shown in figure. Intuitively, we can see that this is a
low-pass filter network because the series inductors and shunt capacitor tend to
block high-frequency signals while passing low-frequency signals.

L
O Y Y Y Y Y Y o Y Y o
2

I
1
™
I

1}
Q
)

= C/

(a) (b)

Low-pass constant-k filter sections in T and & forms. (a) T-section. (b) m-section.



Constant-k Filter Sections

= We have Z; = jwL and Z, = '/, , so the image impedance is

Z, jowL jowL w?LC

L
Zir ,/zlzz1+422 _ 4@ ) = y
wC

\ Vet \

N
= If we define a cutoff frequency w,. as w. = 2/+vLC and a nominal characteristic

impedance, R, as R, = +/L/C = k, where Kk is a constant, then we can rewrite Z;;
as

Zo =Ry |1——
\

" Then ZlT — RO for(,() — O



Constant-k Filter Sections

= The propagation factor is

A Z, Z? ‘wL ‘wL ‘wL)?
e¥ =14+ |+ 12=1+ J 4|2 + volb) 2
22, " \|Z, 43 2(Yiwc)  |(Yiwc) 4(Y0c)
joc) [\ jaC [iwC
w?LC (w2LC)?2 w?LC w2LC
e¥ =1 — + [—w?LC + =1- + |w?LC —1
2 4 2 4
\
= Since w, = 2/VLC,
2w?

ey=1_

+2a) (a)z 1)
(Ug wCV (Ug



Constant-k Filter Sections

a, B A

<— Passband > Stopband

?T_

}.
0 W, w

Typical passband and stopband characteristics of the low-pass constant-k sections



Constant-k Filter Sections

Now consider two frequency regions:

* For w < w, : This is the passband of the filter section. Z;; is real, y Is imaginary,
2

since % — 1 is negative and |e?| = 1

c

= For w > w, : This is the stopband of the filter section. Z;; is imaginary, e? is real
and —1<e¥ <0 (as seen from the limits as w — w, and w — ). The
attenuation rate for w > w, Is 40 dB/decade.

= Typical phase and attenuation constants are sketched in previous figure. Observe
that the attenuation, o, Is zero or relatively small near the cutoff frequency,
although a—o as w—oo. This type of filter is known as a constant-k low-pass
prototype. There are only two parameters to choose (L and C), which are
determined by w,, the cutoff frequency, and R, , the image impedance at zero
frequency.



Constant-k Filter Sections

= The above results are valid only when the filter section is terminated in its image
Impedance at both ports. This i1s a major weakness of the design because the
Image impedance is a function of frequency, and is not likely to match a given
source or load impedance. This disadvantage, as well as the fact that the
attenuation iIs rather low near cutoff, can be remedied with the modified m-

derived sections.

1o
T O

(a) (b)

High-pass constant-k filter sections in T and & forms. (a) T-section. (b) m-section.



m-Derived Filter Sections

= \We have seen that the constant-k filter section suffers from the disadvantages of a
relatively slow attenuation rate past cutoff, and a nonconstant image impedance.

= The m-derived filter section is a modification of the constant-k section designed to
overcome these problems.



Development of an m-derived filter section from a constant-k section

Z,/2 Z,/2 Zi/2
0—‘\?\#\#?\!\#‘?#—0 o—AVWN
Z5
o ) o
(a)

mZq 2 mZy 2
— AWM
Z,/m
1 —m?
g 4m Z
. | ]
(c)

(a) Constant-k section. (b) General m-derived section. (c) Final m-derived section



m- (»\be\f (!c\."."‘- ()"“:’!("\
) t- ) .
et o 0 foocpus seion baviog © 4 harp
. oaXow '~ |
{0 , T - QQ&LLO\V)LQ Coy v@ -

= v
S

_fn
£ z'l = —4 Zc?' B the Cuf—ofd —greﬁciz 422 i
, k? O.E “‘he '@IMY
4 At Abe ¥@sonant requercy £ which g brgerd £
the Zhant o ‘appeays ay o 2ot <Qveudt O MC)
hetwerk . Henw, -jhe attenuation ke @mes rmgifm{?;e_ o Thia
,‘gveq/v\anc‘é Whe 5 _qt&enmm{fgn £ Th-{}»\ml e A calldes]

£y instead o £

¥ Tnexder to pass the Sig nal ):Q,Cow,;gc’wi”f%éwt attenuvatio
the Shnt GYr(ﬂza))/S\mu_Do\: O‘PPQC(%)" ay, o\ CQ’P&Q}O\{O e, Thwd
?Xéé_eﬂtfhﬁﬁ Oy, \m%/?« Yeac kon Lo - 80 tkovt tl'»e ,51‘8—“4(.&. belo 0
£ wek pus Without . mvch akten e, B W
€ Fo\’,’&\nbs'{é \fwc{weh/ Ao resonante Pregnencd » P Wi
always be | Wgrhes” Thed Q’%C"‘-‘/SD-*Hwt‘f.tke_- Aexiol
\(@Oncmt Qronk 6™ ?b”e/se,ntg = CG‘PQ aflve yeacttane
belor e TE LA W Q\«mﬁ@n' o be  clase 4o Fe
hen +he a_tt&ﬂvﬁkﬁb‘n neaY The C\)\JL—-—O'E'% );no\gd\bg
mode higho e , SevwmL
¥ At —_g\ro_q,vxem‘cjeﬁl .I,beﬁ"hd T A ;nrfhe./gt‘op bore) —H
/ghuht‘ aYm Wi bebaV® oY e 'L’KQI-'_OJ" Dhdu ctontl
i Jud \/C\-Q"‘D“ "y,c')'v\c_ﬁ\'f-Q”fYEcr\ckomLL ard hente HL

on ol & M to ’QQ\D,V&QMQ :

wokion .

at\c CYWN ak



The we kwork Moy e derived bd MUM'hg' That

I

e Primes fndicading Ane derived Be\iwn. Tt U fhe,
neceary do  Find Ahe valwes of  Zg s, had

. St .
(274 2 2 ;
'Y oz zh = & ¥ 4
4 4
Substiuke  Z - ™ Z,
/
(voz )3- 1) 2 ,
NI Y MR Z2 S B,y 77,
4 Ny 4
153 b4 3

L)
= = C=-m™) 2, + 2,;
4

Nbuo the  ghunt orm Zy Consgac of twe o peddan cad
10 Aexies - A h’ecpuYed the Chaveckeyistic - |
,w\Fqc\c\hUl and Fc Yemain eqwval to- ek o P
TSQC’QQ\W p{ek«a’t&pe Co\ﬂbmhnné = C_\h6 Zy valuey . o

(0~ cevived. Row past wibkey

L' mzl/ t).n“l
R, Y RS A
_ (UTE—
\v-rY)rL i }*m
4o ! )L

—— Z2

* 0= st e positice .

4_M
&5 N ],_mq’/a “{ mwab be FoSi')-l've .
Thws ™0 mwb &Qwo\% be chosen Sv 44,1

OZL mil.

F}J.tBY Aettiovd obtwvied 0 +hid Manney ove_
C&L[QC) \’Y)NC)QY\VQO‘ Reckiond.



The Shunt Orm L ke by clesen Bo that e &
X@bov\c\vf\\'— ok Some ‘gfﬁqy\m%\ %ad a bove {C - ThWa
ears el ok dve. YeSonank Lreqwenty

Z9 1~_ma, .
4 ™

—
—_

™m

Aand Loy “The. ,Qoulr—’))m %’—;R{“Q\’/.

Zn = ‘

[ 2
P i ) = .LLYE—CTTJ?AQ
)= &4 (2 G € D10 K

=z = jz_“:f;)od L
= ‘ = %Cl*‘mq)
4w £ L T A
/ﬁ‘QLC C1-m2)
£ =1 o
TG Lt |
KInk '-Hne Cui——o?% %Ye_wb\ewz% %tr 1he {QE\OF?G_—}& '?"—Q\“EY

V.3
-%C: \

ﬁ—w —
' The “F"e‘i}‘e“c@l’ b.%, (ﬁ-—%‘w\-}}e Gk‘t{‘Qh.\A(Lh;Q.h. wi XL be

fas Ee ]
E_,.,H\)l"‘ )

5> gd- 30 o gl - RS

a —

Thia  equation
2 porticuder g



pesign o Corvposidte Low poia £ Atey ko Tveed Fhe

—?o)llo\b'm% AFQLH'\'UJ\’\\‘OM :
The Com?os\'r\e L_ow PM——%,U:{Y L 4o be kterminoded

[N yexustanme . Tk rMudt hove o Y —ofof
wWith Ve Yy gk otenmotio

v So0o ohm
fregnenty of ooo cyeRes,
ot 1ob5, 1250 ond e qelers

<o -

() Design of  provo—dype (ond
%»hed -FJ\Y&"‘- oA

ant —X «F{/L{tz\ 3
The Pvoto—type b d-esl

—

TRe Ty % 1 ocD
) — = o b3

—

L= % — BoD - o.159 H

e = —
M-Fc R Iy X looo X S 0D

Tk PyobekyPe sekion Meols dhe Rpe dfihioh fov.
I o orenaati on o N F‘\"\:*P}a ‘

o. O19H o079 H
(U — (38—

l_/& | \ L7’gz
TC = 0rob3b M

R
Selkion o FYUV“C\'Q H‘VQ atten uatho n

CitD ™- devived
od —ng-;\bb'f_) -




L — 0:284% % o199 =~ 0o gz734)

———

2_
2
[_L;_W‘_?—QL _ O
A-M ’—'D-Hg) X 0159 = ok 10‘2_}—\
)+ A2
mC = ©0.343Xob3kb= 0218MF
mL/a ML/& = pr o027 3Y
______rpoub) roo¥al

0-02’13% g 2
Q__————“‘” L =o'\ o2Y
Am

MC =06 dEMNF

RKRek ond
Wil= = .
— = 0 bX o;‘SC) =1 0474 ¥
Q_
(‘_—:jﬂ,))_ = C“D*S‘c )0-\5‘) =0 0424 Y
A Ax ol

YY)C = .
obX o bbb = 0-382MF



o 0ATA N 0. o4FA

(o) (0T "
r L
ML —
s 0 ]

] — ,
(553 ooty
—— b8 2 UF

) C
_’_’,f_/’—"” N o ()
Absve T-Section w P it Fwe half —Sexdtions
0'04-'74‘H
5006
b
S
or08PH = ( e S
o191 MF ——
combinng all The T—sedkom
' -] |
D‘DA,’ { o~ 1 o 17 | o 027 o © ! o- 47
O- DSLD

1

l | y o-191 '
T : ! ! —r—

.! | |

1 .' )
£ ' | )

meo+ kb 1 profo—type. j ™M= 0242 : M=o
I wtl = I ful = 125 o



Foy ©Cono™my, ' me% Yo Combive eRemenh

i \ ben
whenevey Foss\‘\o}l@_- The Rexies indutdort may +

be odded , Yex kg i Ahe finad destyn,

012 o- |05 o 74

(5T gul - (BB .
6. 086 \ o-bab % . o2 p.osh
0218
Tl T T

L




Design o  Composij hig® P Prdter to ope rofe
o o Rood of  boo <L ond  have a Cuk ~of ...S:(e_qrv\gy\\%
of 1.2 K¥Nz . The Fidey v Lo hove one comdankt— K
Se ukyon, one m —dexive d sedgor wWih S = )] KBz o)
A Fable texmi nation )'\DJ% Re \ion, |

sol -
504

=boo <L, P =1 2XxWz, fa=\1 KBz,

(f)QDV\-%"‘\O\V\&C — K T+ Se k&\'bh 4

e B = boo o oagvsmi
AT fe AW X 200
C = \ = | = O'”,"LF
(AN FOHR, (47 %1209 X boo
O'Q'ZVF Q\?,'Z_MF
— | \
| i
2e
L = 23978 m}-}
_____4_,_,,—-——(_”'”"’ ''''' —_——— ——

() M- devi'ved  T= Setkion:-

:JJ_( -

2¢ =02ZPF = 6.55MF
M ok
/FL?_ = 33‘78 m }) = 99.45 mh

@%‘) f”f”‘*—lxoww 2MF
\,«—rf’ 4)



™
- ]
[
0 55 MF L o65MF
qq.45mM" )
—— [ 4w =
L= Al
e sse——
() Half setions = m = 0. b
2¢ 2o ) XIT L 6. 2bbuF
m 0‘-5 B B
9 - -
— = 2X3175x0° _ 1226 m B
=
= 0.20 M
(wml)
5.3 bbMF o 309 F
| | ]
|| e 11
2
b € ZH M bt s
o N
2
i T ((___2’_2_ (=

A



; 0%
boo | 0 | “,——‘l—;l ‘——;__\

Rﬁ = Ro ! l P\ ,
[ n ’ | \
: 32,bm’d O
E% ) 122.4m 1] ]I a‘fﬂﬁ% 0 -
2D ) — F
U )
) 1 .’ | |
‘ i
) 3 '
,r 8 | —
« e < - s
lP L_-— SQC_JO‘W] I) CD»L-&-’ Cw\t"w v — CLQBWE(}! L-LSQ_LE\ vh {

K |
Hre QC\PQ\Q_IA Fonted

o \3’1 \'\F o ‘\6'1\‘)\? o 9\9 )kF
|

—f | i

ﬁ 1‘46MH %’3?:‘6\'\’“”
297 & ‘ <l

Comb%v\{w%

o 2y ST N Jo

——




Microwave Filters

An ideal filter provides:
- Perfect transmission for all frequencies in certain passband region.
- Infinite attenuation in stopband region.

Typical filter responses are:

a. Low pass : Transmits all signals between zero frequency and some upper limit
and attenuates all frequencies above the cut off value w,.

b. High pass : Transmits all frequencies above some lower cut off frequency and
attenuates all frequencies below the cut off value w..

c. Band pass : Transmits all frequencies in the range w;and w, and attenuates all
frequencies outside the range.

d. Band reject : Attenuates signals over a band of frequencies



Microwave Filters

Filter design problems at microwave frequencies where distributed parameters must be
used is quite complicated.

Two commonly used low frequency filter synthesis techniques are:

a. The image parameter method: Filter with the required passband and stopband
characteristics can be synthesized, but without exact frequency characteristics over
each region.

b. The insertion loss method: A systematic way to synthesize the desired response
with a higher degree of control over the passband and stopband amplitude and
phase characteristics.



Design of Microwave Filters by Insertion Loss

Some of the design trade-offs for microwave filter synthesis using the
Insertion loss method are:

1. A binomial response is used when obtaining a minimum insertion
loss is the priority.

2. A Chebyshev response satisfies the requirement for the sharp
cutoff.

3. A linear phase filter design is used in cases where the attenuation
rate can be sacrificed for a better phase response.



Characterization by Power Loss Ratio

The insertion loss or the power loss ratio

in a filter network can be defined as: IF(w)|2 = M(w®)
. W= M(w?) + N(w?)
Power available from the source Wgere, M and N are real polynomials in
P, = _
LR Power delivered to the load @
_ Pin _ 1
B P N 1—1{I'(w 2 o =
Load | ( )l PLR M(a)z)

L= + N@D)
_ M(w?) + N(w?)

IL =10log P,z N(w?) )
Since |T'(w)|? is an even function of w. p =1 +M(a) )
We can express |I'(w)|? as a polynomial in LR N(w?)

w2,

The insertion loss in dB is given by




Some Practical Filter Responses

Maximally flat: Such filters are also known
as binomial or Butterworth filters. For a low
pass filter, power loss ratio is specified as

w 2N
Pr,=1+k?—
” (w)

where, N is the order of the filter and w,. is
the cut off frequency.

The power loss at the band edge is 1 + k2.

For w > w,, the attenuation increases
monotonically with frequency.

For w > w,,

w 2N
P, =k%l—
. (wc)

The insertion loss increases at the rate
20N dB/decade.



Some Practical Filter Responses

Equal ripple: Such filter response is also
known as Chebyshev response. For a low
pass filter power loss ratio is given by

w
PLR — 1 +k2T1\2] <w_>

c

For w < w,, T,\Z,(wﬂ) will oscillate between
+ 1.

The passband response has ripples of
amplitude 1 + k2.

For w > w,,
Tl — | ==|—
W, 2\ w,

P k2 (20\*"
CULR Ty W,

The insertion loss increases at the rate
20N dB/decade similar to binomial.

However, the insertion loss In
(22N

Chebyshev response is greater
than binomial response at w > w,.



Some Practical Filter Responses

a
PLR

Equal Ripple

W

Maximally flat

1+ k2 [

0.5 1 1.5 w/wy



Some Practical Filter Responses

Linear phase: In some applications, a linear
phase response is desirable in the passband.

A linear phase response can be achieved
with the following phase response

o))

where, ¢(w) is the phase of the voltage
transfer function of the filter and p is a
constant.

d(w) = Aw

The group delay is defined as

_ a9
Td_dw
2N
0
= A 1+p(2N+1)<—> ]
wC

Group delay is a maximally flat
response



Steps involved in filter design by insertion loss method

Filter specifications

Low pass prototype design

Scaling and Conversion

Implementation

—
—
]
| rwencraion



Maximally Flat Low-Pass Filter Prototype

Let the source impedance be 1Q and

w. = 1 rad/sec. 1 L
For N = 2, —\/\/\/\—@— O -
PLR = 1 + a)4
and @ — ——C R
, R(1 —jwRC)
Zin = jwL + 1+ w2R2(?2 @ O
Zin — 1
[= !
Zin + 1 Zin
1 1 |Zin + 1|2
~ P g =

1= (@ =D (= )] 2(Zn + Zi,
(Zin + 1) (szn + 1)




Maximally Flat Low-Pass Filter Prototype

Now
.. RA-jwRC) . R+ jwRC) 2R
fin i =JOb+ o pecr T Y T R202 T T wiRECE
and
. 2
R(1 —jwRC()
2 _ .
|Zi + 112 = |]a)L+ T amags 1

2

( i +1)+' L @R
1 + w2R2(C2 I\ T T ¥ w2R2C?

(1) (0 -
~ \1+ w2R2C2 T T w2R2C?




Maximally Flat Low-Pass Filter Prototype

( R +1)2+ L @R*C 2
1+ w2R2(C2 O T ¥ w?R2C?

1
=17 [R* + 2R+ 1+ 0*R*C* + w?L* + 0*L*R*C* — 2w*LCR?]
1
=1+ iR [(1 — R)? + w?(R?C? + L? — 2LCR?) + w*L?R?*C?]
On comparing with P, = 1 + (0)w? + (1)w*, we get

_ Zpm + 117 14+ w®R?C?
M2z +2) 4R

Py

1-R=0>R=1,
C>?4+1?-2LC=0=>(L-0)?*=0=>L=C
and
L?R?C? L*C? C?C?

=1= =1=

=1=>L=C=+V2
4R 4 V2




Ladder circuit for a lowpass prototype

&
| Y A Prototype beginning
with a shunt element

@ TOTo 757 IN+1

L1 =91 Ly = gs3

e YY1t —e Prototype beginning
with a series element
(D) Sa=g0=1 T G=o -




o b~ W N

Element Values for Maximally Flat Low-Pass Filter Prototypes
Yo = 1' We = 1

2.0000
1.4142
1.0000
0.7654
0.6180

1.0000
1.4142
2.0000
1.8478
1.6180

1.0000
1.0000
1.8478
2.0000

1.0000
0.7654 1.0000
1.6180 0.6180 1.0000

For practical filter, it will be necessary to determine the order of the filter. This is
usually dictated by a specification on the insertion loss at some frequency in the
stop-band of the filter.



Impedance and frequency scaling

The prototype filter has R, = 1and w, = 1. Also for a maximally flat
response, the prototype has R; =1

A source resistance of Ry can be obtained by multiplying all the impedances
of the prototype design by R,

The change of cutoff frequency from unity to w, requires scaling of frequency
dependence of filter which is accomplished by replacing w by w/w,

Therefore, when both impedance and frequency scaling is applied,
r__ Ck
We Ck_ Row,
Note that with impedance scaling, the scaled values of source and load
resistances become Ry and RyR;,




Example: Design of a Low Pass Butterworth Filter

Let us consider a maximally flat filter that has cutoff frequency of 2 GHz and
the filter provides at least 15 attenuation at 4 GHz. The source and load

impedances are 50Q

First we need to determine the order of the filter. From the expression of P;p,
we find that at angular frequency w, the attenuation of the filter in dB is

10 log; (1 + (wﬂc)w)

Therefore, 1.5 = log,o(1 + 22V). Soweget N = 2.47 i.e. weuse N = 3

Fromthetable,g, =1 g, =2 g3=1



Example: Continued

L, After impedance and frequency scaling
W P
C,=1.5915 pF
— (4 501 .
T L,=7.9577 nH
-1 C3=1.5915 pF



Chebyshev Polynomials

nth order Chebyshev polynomial is a
polynomial of degree n and denoted

by T, (x)

Ti(x) =x
T,(x) =2x% -1

T (x) = 2xTy_1(x) — T2 (x)

25

T (x) N

0.5 0 0.5 1 1.5



Equal Ripple Low-Pass Filter Prototype

Let the cutoff frequency be w.=1
rad/sec. As
Pir =1+ k*T{(w) T,(x) = 2x2 — 1
Since, For N = 2,
T (0) = { 0 for N odd Pigr =1+ k?’T{(w)
+1 for N even
=1+ k2Qw? — 1)?

Therefore, at w = 0,
=1+ k?(4w* —4w? +1)

P — 1 for N odd
LR 1 + k2 for N even



Equal Ripple Low-Pass Filter Prototype

For the two element network,

we have seen

@—.

Pr=1+ ﬁ [(1 - R)? + w?(R?*C? + L? — 2LCR?) + w*L?R%C?] 7

in
Also Pip = 1+ kT2 (w) = 1+ k?(4w* — 4w? + 1)

Forw = 0,

PLR:1+k2 :1+£[(1_R)2]

_np)2
4k? = (14;:) = R =1+ 2k? 4+ 2kV1 + k2 (for N even)




Equal Ripple Low-Pass Filter Prototype
Equating the two expressions for Pz
1+ k?(4o* — 4w’ +1) =1+ % [(1 —R)? + w?(R?C? + L?> — 2LCR?) + w*L?R?C?]
We get

The values of L

R%C? + L? — 2LCR?
—4k%=
AR N

and C can be
and .
[2p202 / obtained by
4k2 = solving these
4R equations.

Note that value for R (for N even) is not unity, so there will be an impedance mismatch if
the load has a unity (normalized) impedance; this can be corrected with a quarter-wave
transformer, or by using an additional filter element to make N odd. For odd N, it can be
shown that R = 1.



Element Values for Equi-ripple Low-Pass Filter Prototypes

go=1, w, =1,0.5dBripple

o b~ W N

0.6986
1.4029
1.5963
1.6703
1.7058

1.0000
0.7071
1.0967
1.1926
1.2296

1.9841
1.5963
2.3661
2.5408

1.0000
0.8491 1.9841
1.2296 1.7058 1.0000

For practical filter, it will be necessary to determine the order of the filter. This is
usually dictated by a specification on the insertion loss at some frequency in the
stop-band of the filter.



Low Pass to High Pass Transformation

The low pass prototype filter designs can be
transformed to high pass, band pass or band

reject response. yFir +Pir
Loss pass to high pass transformation is —
achieved by the frequency substitution: \ /
. ‘
— -1 0 1 W —W, W, :
for w
w

When this transformation is applied After performing impedance scaling

W 1 1
‘wL) becomes —j—= L, = — , where C;, = Ch =
SRk o " T ac) 7wy " RowcLy
w
‘wC, becomes —j —<(C, = ——,where L, = Ry
J K J w kK ]a)L;c wcCp L’k —

W, Ck



Low Pass to Band Pass and Band Stop Transformation

A ‘P R

Lk

For LPF to BPF

Wy w
w < —
Wy — W1 \Wo

. @ : _ l(ﬂ_ﬂ>

1 " Y2 w AMwy o

Band Pass where, b

2 W

2PLr A= W
Simpler equations
obtained when
:> /wo\ ‘ Wy ‘ Wo = m
—w1 Wq W7 W

Band Stop

)

are



Low Pass to Band Pass and Band Stop Transformation

ViRg® \U

-1 0 Y Z)
Band Pass
—(lJz —(1)1 0)1 Z)

Band Stop

When this transformation is applied,
A series inductor L; is transformed to a
series LC circuit with

I_Lk CI_ A
k_A(UO k —

woLy

And the shunt capacitor Cy, is transformed to
a shunt LC circuit with elements

A G
Wy Ck e ACUO

A
k=



Low Pass to Band Pass and Band Stop Transformation

Prr
—>
T 0 e o

SV

Band Pass
—wz —a)1 Z)

Band Stop

For LPF to Band Stop
<w wo)_l
we Al———
Wy w

A series inductors are transformed to parallel

LC circuit with
oA 1
k= Wy e wOALk
And the shunt capacitors are transformed to a
series LC circuit with elements
. 1 = AC,
e woACy e W




Summary of prototype filter transformations

Low Pass High Pass

L
T

Band Pass

| L

woA
1 a
wol

:—(,l)oA

Band Stop

— woLA




Filter Implementation

O Lumped element filter design discussed so far works well at lower frequencies.

O At higher RF frequencies lumped element inductors and capacitors are generally
available for limited range of values.

O At higher microwave frequencies, such elements are difficult to implement.

O Distributed elements such as stubs are often used to approximate the lumped
elements.

O Conversion of lumped element to equivalent transmission line sections can be
done using Richards’s transformation.

O Moreover, at microwave frequencies the spacing between the filter elements are
also to be considered.

O Kuroda’s identities are used to physically separate filter elements by various
transmission line sections.



Filter Implementation
Tutorial



Steps to design a Microstrip Filter

1. Select the normalized filter parameters to meet the design criteria.

2. Replace the inductances and capacitances by equivalent A,/8 transmission lines.
3. Convert series stub lines to shunt stubs through Kudora’s identities.

4. De-normalize and select equivalent microstrip lines (length, width, and dielectric

constant).

Tutorial : Microstrip Low pass Filter



Design Goal

Design a low-pass filter whose input and output are matched to a 50 £2 impedance
and that meets the following specifications: cut-off frequency of 3 GHz; equi-ripple of

0.5 dB; and rejection of at least 40 dB at approximately twice the cut-off frequency.
Assume a dielectric material that results in a phase velocity of 60% of the speed of

light.

Tutorial : Microstrip Low pass Filter 3



1.Find the order of Filter (N)

Step 1 the filter has to be of order N = 5, with
cocfficients

g, =1.7058 = g, g, = 1.2296 = g,, g; = 2.5408, g5 = 1.0

The normalized low-pass filter is given in Figure

10

C,=C,=1.7058 C,=2.5408 L,=L,=1.2296

Figure 1 Normalized low-pass filter of order N =85,

Tutorial : Microstrip Low pass Filter



2.Apply Richard’s Transformation

Step 2 The inductances and capacitances in Figure 1 are replaced by open
and short circuit series and shunt stubs as shown in Figure 2. This is a direct conse-
quence of applying Richards transtormation . The characteristic line
impedances and admittances are

Y, =Ys=g8,Yy =834, =24 = g4

Tutorial : Microstrip Low pass Filter



2.Apply Richard’s Transformation

Flgure 2 Replacing inductors and capacitors by series and shunt stubs
(0.c. = open circuit line, s.c. = short circuit ling).

Tutorial : Microstrip Low pass Filter 6



3.Apply Kuroda’s Identities

Step 3 To match source and load sides, and to make the filter realizable, unit

elements are introduced with the intent to apply the first and second of Kudora's identi-
ties to convert all series stubs into shunt stubs. Since we have a fifth-

order filter we must deploy a total of four unit elements to convert all series connected
short-circuited stubs into shunt connected open-circuit stubs. To clarify this process we
divide this step into several substeps.

Tutorial : Microstrip Low pass Filter 7



3.Apply Kuroda’s Identities

First, we introduce two unit elements on the input and cutput ends of the filter, as
shown in Figure 3.

Figure 3 Deployment of the first set of unit elements (U.E. = unit element).

Tutorial : Microstrip Low pass Filter 8



3.Apply Kuroda’s Identities

The introduction of unit elements does not affect the filter performance since they
are matched to source and load impedances. The result of applying Kuroda’s identities
to the first and last shunt stubs is shown in Figure 4,

Tutorial : Microstrip Low pass Filter



3.Apply Kuroda’s Identities

Z, = 0.6304

5.C.

[ 1]

Z e, = 03696

5.C.

[]

U.E.

Z,=12296 Z,=2, Z.=Z,

Sic. S'CI

ch A

Figure

0.C.

4 Gonverting shunt stubs to series stubs.

Tutorial : Microstrip Low pass Filter
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3.Apply Kuroda’s Identities

Z,=0.6304 —12296 Z =2 Z,=Z,
5.C. 5.C.

=1 Zyg= Z=0.3696 ﬂ—ﬂ Zosr=Z yg Zips = 1
éww UE. UE. \U.E. UE. %q—l

=0.3936

Figure 5 Deployment ofthe second set of unit elements to the fifth-order filter.

Tutorial : Microstrip Low pass Filter 11



3.Apply Kuroda’s Identities

Fo = 1 ZUES = 1.6304 ZUEI =1.5992 ZUE! = 1,5992 ZUE4 = 1.6304

UE.

0.C. 0.C,

Z,=25862 Z,=04807 Z;=03936 Z,-04807 Z;=2.5862

Figure 6 Realizable filter circuit obtained by converting series and shunt stubs
using Kuroda's identities.

Tutorial : Microstrip Low pass Filter 12



50 €2

129.3 Q

4.Denormalization to 50 ohms

81.5 Q

24.0 2 19.7Q 24.0£)
(a) Microstrip line low-pass filter implementation

Tutorial : Microstrip Low pass Filter
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Attenuation Profile
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(b) Attenuation versus frequency response
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Tutorial : Microstrip Low pass Filter
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CST MWS Simulation
Front View

Tutorial : Microstrip Low pass Filter 15



CST MWS Simulation
Back View

Tutorial : Microstrip Low pass Filter 16



CST MWS Simulation
Transmission Co-efficient S(2,1)(Linear)

S-Parameter Magnitude
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CST MWS Simulation
Transmission Co-efficient S(2,1) dB

S-Parameter Magnitude in dB
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BASIC CHARACTERISTICS OF MIXERS

Mixers are commonly used to multiply signals of different frequencies in an effort to achieve frequency
translation. The motivation for this translation stems from the fact that filtering out a particular RF signal
channel centered among many densely populated, narrowly spaced neighboring channels would require
extremely high Q-filters. This task , however, becomes much more manageable if the Rf signal carrier
frequency can be reduced or down-converted within the communication system. Perhaps one of the best
known systems is the down-conversion in a heterodyne receiver, schematically depicted in the following
figure.

N\ Mixer
LNA Combiner Detector

i JRE $
— > > >——— LP Filter —>
Jrr / JLo JrRe£ Lo fiE

Heterodyne receiver system incorporating a mixer

Here the received RF signal is, after preamplification in a low-noise amplifier (LNA), supplied to a mixer
whose task is to multiply the input signal of center frequency fgrr with a local oscillator (LO) frequency fio.
The signal obtained after the mixer contains the frequencies frr + fio, of which after low-pass(LP) filtering,
the low frequency component fgr — fio, known as the intermediate frequency (IF), is selected for further
processing. The two key ingredients constituting a mixer are the combiner and detector. The combiner can
be implemented through the use of 90° or 180° directional coupler. The detector may employ non-linear
devices like diode or BJT or MESFET.

VRE

+ 0
+

Vin | 2\ — Vour| |Z1

Q |
Q|

Vio

Basic mixer concept: two input frequencies are used to create new frequencies at the output of the system

Above figure depicts the basic system arrangement of a mixer connected to an RF signal, Vge(t), and local
oscillator signal, Vio(t), which is also known as the pump signal. It is seen that the RF input voltage signal is
combined with the LO signal and supplied to a semiconductor device with a nonlinear characteristic at its
output side driving a current into the load.



Both diode and BJT have an exponential transfer characteristic, as expressed for instance by the Shockley’s
diode equation as follows:

I=1y(e 1)

Alternatively, for a MESFET we have approximately a square behavior:

I(V) = Ipss (1 - V/VTO)2

where the subscripts denoting drain current and gate-source voltage are omitted for simplicity. The input
voltage is represented as sum of RF signal vgr = Vi cos (wgpt) and the LO signal vp = Vi cos (wipt)
and a bias Vq; that is

V = VQ + VRF COS((URFt) + VLO COS (O)Lot)

This voltage is applied to the nonlinear device whose current output characteristic can be found via a Taylor
series expansion around the Q-point:

+1V2<d21>
ve 2 \dVZ

2
Where the constants A and B refer to (ﬂ)| and (ﬂ)
av VQ dav?

(x—a)®+--

+o=1g+VA+V?B + -
Vo

V) =1, + V(j—é)

, respectively. Neglecting the constant bias Vq
Vo

and lq,
I(V)=VA+V?B + -

I(V) = A {VRF COS((URFt) + VLO COS((ULot)} + B {VRF COS(C()RFt) + VLO COS (Q)Lot)}z + b

I(V) = A {Vgp cos(wgpt) + Vo cos(wot)}
+ B {VZ cos?(wgpt) + V2 cos?(wpot) + 2 Vgp cos(wrpt) Vi cos(wiot)}

The key lies in the last term
I(V) — e + ZB VRF VLO COS((I)RFt) COS((ULot)
I(V) = -+ B Vg Vip{cos[(wrptwpo)t] + cos[(wrr—wpo)t]}

This expression makes clear that the non-linear action of the diode or transistor can generate new frequency
components of the form wgr + w; . It is also noted that the amplitudes are multiplied by Vzg Vo, and B is
a device dependent factor.
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(c) Down- and upconverted spectral products

Spectral representation of mixing process
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TYPES OF MIXERS

Single-Ended Mixer

= RF and LO sources are supplied to an appropriately biased diode followed by a resonator circuited
tuned to the desired IF.

1
VRE(D)
Vio () L ==C —>IF
+

VO_

o]
o

Q
(o]

(a) Diode mixer
= Since LO and RF signals are not electrically isolated. There is a potential danger that the LO signal can
interfere with the RF reception, possibly even reradiating portions of the LO energy through the
receiving antenna.
= Following figure shows an improved design involving a FET, which, unlike the diode, is able to provide
gain to the incoming RF and LO signals.

P
wr

Vio(D)

N —>IF

@ 1 1

(b) FET mixer

Q

= FET realization allows not only allows for LO and RF isolation but also provides a signal gain and thus
minimizes conversion loss

= Conversion Loss (CL) of a mixer is generally defined in dB as the ratio of supplied input power Pgf
over the obtained IF power Pr. When dealing with BJTs and FETs, it is preferable to specify a
conversion gain (CG) defined as the inverse of the power ratio.

P
CL = 10log <£>
Pip
= Noise Figure(F) of a mixer is defined as
F = Pnout
CG By,
Where CG being the conversion gainand B, ., P,;, the noise power at the output due to the RF

signal input (at RF) and the total noise power at the output (at IF).

= FET generally has a lower noise figure than a BJT, and because of a nearly quadratic transfer
characteristic, the influence of higher-order nonlinear terms is minimized.



= BJT finds application when high conversion gain and low voltage bias conditions are needed.

Single-Balanced Mixer

= Single-ended mixers are rather easy to construct circuits and the main disadvantage of these designs
is the difficulty associated with providing LO energy while maintaining separation between LO, RF,
and IF signals for broadband applications

= Balanced dual-diode or dual transistor mixer in conjunction with a hybrid coupler offers the ability to
conduct such broadband operations. Moreover, it provides further advantages related to noise
suppression and spurious mode rejection

= Spurs arise in oscillators and amplifiers due to parasitic resonances and non-linearities and are only
suppressed by the front-end. Thermal noise can critically raise the noise floor in the receiver.

= Following figure shows the basic mixer design featuring a quadratic coupler and a dual-diode detector
followed by a capacitor acting as summation point.

fop +——+—IF
L1
e i~ -
00° branch line
JLo coupler _—

= This design provides excellent VSWR and is capable of suppressing a considerable amount of noise
because the opposite diode arrangement in conjunction with the 90° phase shift provides a good
degree of noise cancellation.

MICROWAVE NETWORKS

A microwave network is formed when several microwave devices and components such as sources,
attenuators, resonators, filters, amplifiers, etc., are coupled by transmission lines or waveguides for the
desired transmission of a microwave signal. The point of interconnection of two or more devices is called a
junction.

For a low-frequency network, a port is a pair of terminals whereas for a microwave network, a port is a
reference plane transverse to the length of the microwave transmission line or waveguide. At low
frequencies, the physical length of the network is much smaller than the wavelength of the signal
transmitted. Therefore, the measurable input and output variables are voltage and current which can be
related in terms of the impedance Z-parameters, or admittance Y-parameters, or hybrid h-parameters, or
ABCD parameters. For a two-port network as shown schematically in following figure, these relationships
are given by



+ o—a>n =< o+
v Two-port :
/ ] 1f 2
B Network B

Basic voltage and current definitions for a two-port network

U1 _[311 2'12] I
Uy Z21  Z21 |1,

11‘:[3!/11 Vi2l[v1
Y21 Ya2z2]1|V2

V1] _ [h11 he2] [0

d=1e ol

At microwave frequencies, the physical length of the component or line is comparable to or much larger
than the wavelength. Furthermore, the voltage and current cannot be uniquely defined at a given pointin a
single conductor waveguide.

Besides this constraint, measurement of Z, Y, h and ABCD parameters is difficult at microwave frequencies
due to the following reasons:

1. Non-availability of terminal voltage and current measuring equipment even in the cases of TEM lines
(coaxial, strip and microstrip lines) where voltage and current can be uniquely defined.

2. Short-circuit and open-circuit conditions are not easily achieved over a wide range of frequencies.

3. Presence of active devices makes the circuit unstable or open and short-circuit.

Therefore, microwave circuits are analysed using Scattering or S-parameters which linearly relate the
amplitudes of scattered (reflected or transmitted) waves with those of incident waves. However, many of



the circuit-analysis techniques and circuit properties that are valid at low frequencies are also valid for
microwave circuits.

In = '\/-Z_O(an - bn)

Vo = 1/2—0(“1: +by)

N =
N =

BRI N (a2 1b |2
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Meaning of S-parameters

S11 represents Input Reflection Coefficient; Sz1 indicates Forward Voltage Gain; S12 represents Reverse
Voltage Gain; S,z indicates Output Reflection Coefficient

SIGNAL FLOW CHART MODELING

The analysis of RF networks and their overall interconnection is greatly facilitated through signal flow charts
as commonly used in system and control theory. Even complicated networks are easily reduced to input
output relations in which the reflection and transmission coefficients play integral parts.

(a) (b)

Terminated transmission line segment with incident and reflected power wave description. (a)
Conventional form, and (b) Signal flow form

7l b
o— ——>0
(a) Source node a. which launches wave. (b) Sink node b, which receives wave.
al b
elp——()

(c) Branch connecting source and sink.

Generic source node (a), receiver node (b), and the associated branch connection (c).

bs b 1 a
['s4 v,
a' :1 b
(a) (b) (c)

Terminated transmission line with source. (a) conventional form, (b) signal flow form, and (c) simplified
signal flow form
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A self-loop that collapses to a single branch

Table: Signal Flowgraph Building Blocks

Description Graphical Representation
a = a
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AMPLIFIER POWER RELATIONS

RF SOURCE
1"5 rL
C Input Output 0
RF % 5 | Matching Matching i
source Network @ Network 4H_> Load
c (IMN) _ (OMN) G
rin DC bias rgut

Generic amplifier system

Let us examine the above figure in terms of its power flow relations under the assumptions that the two
matching networks are included in the source and load impedances. This simplifies our system to the
configuration shown below:

rS rL rs
bi| a—> f’zﬁ{e‘ aj bl‘
AR ) 2108
Vs P < Vs r
— 0 —o——0° ?
i |t <o b i
l_‘in rout 1Hin
(a) Simplified schematics of a single-stage amplifier
bs by 1 a S21 by 1 aj bs b
I's St S I :> [ [in
ap b Si2 a b

(b) Signal flow graph

Source and load connected to a single-stage amplifier network



The starting point of our power analysis is the RF source connected to the amplifier network. The source
voltage is written as

bs = by (1 — T, Ts) (D
The incident power wave associated with by is given as
|bil?
2

|bs|?
|1 - FinF5|2

=3 (2)

Pipe =
which is the power launched toward the amplifier. The actual input power P;,, observed at the input
terminal of the amplifier is composed of the incident and reflected power waves. With the aid of the input
reflection coefficient I}, we can therefore write:

|bs|?

1
P. =P (1—|T|?)== —ou
mn l‘l’lC( |l7’l|) 2 |1—l—'ml—'5|2

(1 =T ®) 3)
The maximum power transfer from source to the amplifier is achieved if the input impedance is complex
conjugate matched Z;;,, = Zs or in terms of the reflection coefficients , if I[};, = I. Under maximum power
transfer condition, we define available power P, as

P, = Py,| —EL(l—lF- 12) = lﬂ (4)
R AT e ML e 212
in—'S
Transducer Power Gain
The Transducer Power Gain quantifies the gain of the amplifier placed between source and load.
o = Power delivered to the load Py
"™ Available power from the source P,
Or with P, = % |b,|?(1 — |T;|?) we obtain
P |b,|?
Gr =5 = > (1= 0% (1= IT1%) (5)
Py | bs |

In this expression, the ratio b,/bs has to be determined. With the help of our signal flow graph discussion
in above section and based on the following figure, we establish

Sy1a4

by = ——— 6
$215121%,
bS = [1 - (Sll + 1_—5221_‘L> FS] a, (6b)
The required ratio is therefore given by
b, S21
(7)

bs (1= SyI)(1 = Si1Ts) — Sp181,T, T
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Inserting equation (7) into equation (5) results in

(1 =101 1551 (1 = ITs1%)

Gr = 8
"= = ST = SiT9) — SpuSualuTsI? ®
Which can be rearranged by defining the input and output reflection coefficients
S215121%
I[[,=S8 —_— 9
512521FS
[oye =S e 9b

With these two definitions, two more transducer power gain expressions can be derived. First, by incorporating
equation (9a) into equation (8), it is seen that

A= 1847 (1 - 1T12)

= 10
T T - LTIl — Sl (19
Second, using equation(9b) into equation (8), it is seen that
1— 1% 15,411% (1 — |T5)?
GT:( ITL1%) 182117 (1 — [T[%) an

|1 - 1-‘Lr‘outlzll - 511F5|2

An often employed approximation for the transducer power gain is the so-called unilateral power gain, G, which
neglects the feedback effect of the amplifier(S,; = 0). This simplifies equation (11) to

@ =In®) 15017 (A = 1Ts1%)

Gry = (12)
|1 —T;S521% |1 — $14T5[?
Additional Power Relations
Available power gain for load side matching is defined as
Gy = Gol _ power available from the amplifier
AT PTIN=Toue — power available from the source
With the aid of equation (11),
o lsuPa-in? a3
T (= Touel® 11 = Sy T2
Power gain (operating power gain) is defined as
_ power delivered to the load i _ & P_A —c &
power supplied to the amplifier P, P4 P; T p,
Using equations (3), (4) and (10)
1—=|T1%) 185117
G (1—1T1%) 152l 10

(1= Tpl?) 11 = ST |2



Example: Power relations or an RF amplifier

An RF Amplifier has the following S-parameters:

Sy, =0.324-70°,S,, =0.22—-10°S,, = 3.5285% and S,, = 0.42—45°. Furthermore, the input side of
the amplifier is connected to a voltage source with Vg = 5V20° and source impedance Zs; = 40Q). The
output is utilized to drive an antenna which has an impedance of Z; = 73(). Assuming that the S-parameters
of the amplifier are measured with reference to a Z, = 50Q characteristic impedance, find the following
quantities:

(a) Transducer gain G, Unilateral transducer gain Gy, available gain G4, operating power gain G and
(b) Power delivered to the load P, available power P, and incident power to the amplifier Pjy.

I, = Z ;2 =-0.111

I, = Z ;;Z =0.187

i = S11 + % = 0.146 — j0.151
Tout = S22 + fl_zs—;lllré = 0.265 — j0.358

A= ISal - IR

Gr = = 12.56 or 10.99dB
r |1_l—‘Ll—‘outlzll_Sllr‘sl2
@ =113 1811* (1 = 1T]?)
Gry = = 12.67 or 11.03dB
T 11— T.S5,12|1 — Sy, T2
1S211% (1 — |Ts|?)
G, = =14.74 or 11.68 dB
AT (1 = ITpuel®) 11— $y T2
(1= 1TL1%) 1S21]?
G = = 13.74 or 11.38 dB
(1 = Tipl?) [1 = S, |2
1 |bS|2 1 ZO |VS|2
p, =—— = _ =747 mW
me 2|1_FinFS|2 2 (ZS+Zo)2 Il_r‘inFSI2
P,..(dBm) = 1010g[ Pine ] = 18.73 dBm
mc 1mW
P L _Ibsl® L% [Vsl” 78.1 mW or 18.93 dB
- = = — = dAm or . m
AT21-012 2 (2, + 29 1 -T2

P, (dBm) = P4(dBm) + Gr(dBm) = 29.92 dBm



STABILITY of Amplifier

Zy

I t . Output

P Transistor P
matching g matching .

circuit [(,] ’—» circuit 2y

G, 70 Gy
l—\ ‘ | l-in l—out ‘ri
FIGURE The general transistor amplifier circuit.

A single-stage microwave transistor amplifier can be modelled by the circuit shown in
Figure, where matching networks are used on both sides of the transistor to transform the input
and output impedance Zo to the source and load impedances Zs and Z._ .

In the circuit shown in Figure, oscillation is possible if either the input or output port
impedance has a negative real part; this would then imply that |T};,| > 1 or |T,,.| > 1. Because
I, and T,,; depend on the source and load matching networks, the stability of the amplifier
depends on I's and T, as presented by the matching networks.

Two types of stability:

()Unconditional stability:

The network is unconditionally stable if |T};,| < 1 and |T,,.| <1 forall passive source and load
impedances (i.e., [[s| <lor || <1).

(i)Conditional stability:

The network is conditionally stable if |T};,| <1 and |T,,;| <1 only for a certain range of
passive source and load impedances. This case is also referred to as potentially unstable.

Note that the stability condition of an amplifier circuit is usually frequency dependent
since the input and output matching networks generally depend on frequency. It is therefore
possible for an amplifier to be stable at its design frequency but unstable at other frequencies.
Careful amplifier design should consider this possibility.

Requirements for unconditional stability
The following conditions must be satisfied by I's and I, ,if the amplifier is to be unconditionally
stable:

S21512TL

Tin| = |S11 + 1-S,,T, o @)
_ Si2840s| _ o
I,y = |522 +—1—S11Fs| < 1 2

If the device is unilateral (S12 = 0), these conditions reduce to the simple results that [S11| < 1
and [S2.| < 1 are sufficient for unconditional stability. Otherwise, the inequalities define a range
of values for I's and I', where the amplifier will be stable. Finding this range for Iy and I; can
be facilitated by using the Smith chart and plotting the input and output stability circles.

The stability circles are defined as the loci in the I (or Is) plane for which |[;,| = 1 (or
ITouel = 1). The stability circles then define the boundaries between stable and potentially



unstable regions of I's and I} . I and I';, must lie on the Smith chart (|| < 1, || < 1 for passive
matching networks).

We can derive the equation for the output stability circle as follows:

Express the condition that |I;,| =1 using equation (1)

S21512TL
| = |S + —— =
| Lnl 11 1-S,,T},

|S11(1 — Sy, + 85151, = |1 — Sy - (4)
Now define A as the determinant of the scattering matrix:

A =511 52— 81252

We can write the above equation as,

|S11 — AL = |1 =S, - (5)

Now square both sides and simplify to obtain
IS1? + 1APICL P = (ATLSE + A*T; 1) = 1+ S22 I0L P = (5,05 + Snly)
(1821 = |AP)TLT] — (S22 — AST) T — (83 — A*Sy) T = [Syl* - 1
(8 — AS)Tr + (S5, — A*S11) T 1IS112 =1

rri— 2 — _
L |52 — |A2 1S? — |AP ’

S0 — ASH[ /(152217 = |A12) to both sides:

Next, complete the square by adding

& |~

3 (Szg — AST])'
5222 — A2

52| -1 |52 — asy, [

S21* = 1AP (152 = |AP)

L 7

or

S12821
|S221? — A2

(S22 — ASH)”
ry — 5 5
[S22]= — |A]

In the complex plane, an equation of the form |T' — C| = R represents a circle having a center
at C (a complex number) and a radius R ( a real number). The above resultant equation defines
the output stability circle with a center Cp and radius R. where,

_ (Sp2—ASTy)”

C, = TNERTE (center) -------- (6a)
5128 .
R, = |m (radius) - (6b)
Similar results can be obtained for the input stability circle by interchanging S11 and Sa».
S11—AS55,)"
s = s (center) oo (72
5128 .
Rg = Isullzzﬁ (radius) ----—---- (7h)




Tl < 1
(stable)

l_.Ill . l
(stable)

(a) (b)

FIGURE Output stability circles for a conditionally stable device. (a) |S51;| < 1.
() 1511l > L

Given the scattering parameters of the transistor, we can plot the input and output
stability circles to define where |I;,,| = 1 and |T,,¢| = 1. On one side of the input stability circle
we will have |[,,;| < 1, while on the other side we will have |[,,,;| > 1.

Similarly, we will have |T};,,| <1 on one side of the output stability circle, and |T},| > 1
on the other side. We need to determine which areas on the Smith chart represent the stable
region, for which |I;,| <1 and |[,,:| <1.

Consider the output stability circles plotted in the T, plane for |S11| <1 and |S11| > 1, as
shown in Figure. If we set Z| = Zo, then I, = 0, and (1) shows that |T;,| =|S11]. Now if |[S11| <
1, then |T;,|< 1, so I;= 0 must be in a stable region. This means that the center of the Smith
chart (I', = 0) is in the stable region, so all of the Smith chart (I, | < 1) that is exterior to the
stability circle defines the stable range for I, . This region is shaded in Figure (a). Alternatively,
if we set Z. = Zo but have |S11| > 1, then |I},,| > 1 for [, = 0, and the center of the Smith chart
must be in an unstable region. In this case the stable region is the inside region of the stability
circle that intersects the Smith chart, as illustrated in Figure (b). Similar results apply to the
input stability circle.

If the device is unconditionally stable, the stability circles must be completely outside (or
totally enclose ) the smith chart. We can state this mathematically as,
[ICLl =Ry >1 for 1Sl <1 - (8a)
ICs| =Rs| >1  for  [Spl<1l - (8a)

If |Su1| > 1 or |S22| > 1, the amplifier cannot be unconditionally stable because we can always
have a source or load impedance of Zo leading to Iy =0 or I,= 0, thus causing |T;;,| > 1 or [Tyl
> 1. If the device is only conditionally stable, operating points for I'; and I, must be chosen
in stable regions, and it is good practice to check stability at several frequencies over the range
where the device operates. Also note that the scattering parameters of a transistor depend on
the bias conditions, and so stability will also depend on bias conditions.

Tests for Unconditional Stability

The stability circles discussed above can be used to determine regions for Iy and I,
where the amplifier circuit will be conditionally stable, but simpler tests can be used to
determine unconditional stability. One of these is the K — A test, where it can be shown that a
device will be unconditionally stable if Rollet’s condition, defined as,




181117 — 12212 +A?

K
2]8128241

>1 e ©)

Along with the auxiliary condition that
|A] = [811822 = S12821l < 1 ==mmmm- (10)

are simultaneously satisfied. These two conditions are necessary and sufficient for
unconditional stability, and are easily evaluated. If the device scattering parameters do not
satisfy the K —A test, the device is not unconditionally stable, and stability circles must be used
to determine if there are values of I'; and I, for which the device will be conditionally stable.
Also recall that we must have |S11| < 1 and |S22| < 1 if the device is to be unconditionally stable.
While the K — Atest is a mathematically rigorous condition for unconditional stability, it
cannot be used to compare the relative stability of two or more devices because it involves
constraints on two separate parameters.

u -test

combines the scattering parameters in a test involving only a single parameter, u .
u is defined as,
— 1—S141?

|S22—AS71[+1S12521]

If w>1,the device is unconditionally stable. In addition, the larger values of u imply greater
stability.

Development of u -test

S512521T Soo—AT
T, = Spp + 125211's _ S22—ATs
1-S14Ts 1-511Ts

Where, A is the determinant of the scattering matrix. Unconditional stability implies that |T,,|
< 1 for any passive source termination, I's. The reflection coefficient for a passive source
impedance must lie within the unit circle on a Smith chart, and the outer boundary of this circle
can be written as I's = e J*. The expression given in (12) maps this circle into another circle in
the I,,,; plane.

Substituting Iy = e into (12) and solving for e

ej@ _ Szz_rout
A— Sllrout




Taking the magnitude of both sides gives

SZZ — Dout -
A_Sllrout

Squaring both sides and expanding gives
|Foml2(1 - |311|2) + Cout(A*S11 — 83;) + Tai(AS}; — S22) = IA[F — |85
Now divide by 1 — |S1;]? to obtain

5 (A*S1 = S5)Tou + (AST, — $2)Thy AP — [Snf?
|F0ut| + B = 5
I —[S11] I — 181l

2
A* ST —S;zr

2
(1 =181
AST, S» 2 - |AI2 —[Snl>  |A*S1 — S5, B 1512851 |2
1—|Sll|2 1—|Sll|2 (] _|Sll|2)2 (1_|S“|2)2'

This equation is of the form | ,,,; — C| = R, representing a circle with center C and radius R in
the I,,; plane. Thus the center and radius of the mapped |T5| = 1 circle are given by,

Complete the square by adding to both sides:

‘ 2

out +

_ Spp—ASq

C= T (13a)
185125241 _
R = STNE (13b)

If points within this circular region are to satisfy |I',,,;| < 1, then we must have that ,
IC|+R<1 -------- (14)
Substituting equation (13) in equation (14) gives,
S22 — AST;| + 1S12821 | <1 —[834]?
Rearranging the above equation yields the u- test.
1—S141?
|S22—AS71 |+ |S12521]

Development of K — A test
The K — A test can be derived more simply from the p-test.

1—1S14/?
1
|522—A5;1|+ [S12521] >
S22 — ASTy| < 1 —S11]% — 81282 -------- (15)

Rearranging and squaring gives,



S22 — AT ? < (1= 181 l? = [S12821])°.
It can be verified by direct expansion that
S22 — ASY, |2 = S8 12 + (1 = ISP (IS21? — 1a1%),
S0
1S12821 1% + (1 = 1511 ) (18221 = |AP?) < (1= S0 1) (1= 1S [P =2|$12821) + [S12521 .
Simplifying gives

S2|” — |A]” < T —[S11|” = 2[S1251,
Which yields the Rollet’s condition

_ 1-1S141% = 1S221% 4142
2|8125211

K > 1

The squaring of equation (15) introduces an ambiguity in the sign of the right hand side, thus
requiring an additional condition. The right hand side of equation (15) should be positive before
squaring. Thus,

1S12801] < 1 — |S11]%.

Because similar conditions can be derived for the input side of the circuit, we can inter-
change 511 and 57> to obtain the analogous condition that

1S12821] < 1—1Sn/*.
Adding these two mequalities gives
2[81281 < 2 —|Sul® — |82l
From the triangle inequality we know that
|Al = 811522 — S12821] < [S11822] + [S12521],
so we have that

1 1 1
|A] < |S11]|82] + 1 — §|Su|2 - 5|Szz|2 <1- 5(|su|2 —[822%) < 1,

Which is the required additional condition.



SINGLE-STAGE TRANSISTOR AMPLIFIER DESIGN for maximum gain
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FIGURE The general transistor amplifier circuit.

A single-stage microwave transistor amplifier can be modelled by the circuit shown in
Figure, where matching networks are used on both sides of the transistor to transform the input
and output impedance Zo to the source and load impedances Zs and Z. . The most useful gain
definition for amplifier design is the transducer power gain, which accounts for both source
and load mismatch. We can define separate effective gain factors for the input (source)

matching network, the transistor itself, and the output (load) matching network as follows:
1-|Ts|?

S T Tyl (12)
Go = IS211*? (1b)
S |
G = [1-S22TL|? (1C)

The overall transducer gain is then Gt = GsGoGL . The effective gains Gs and G of the
matching networks may be greater than unity. This is because the unmatched transistor would
incur power loss due to reflections at the input and output of the transistor, and the matching
sections can reduce these losses.
Design for Maximum Gain (Conjugate Matching)

After the stability of the transistor has been determined and the stable regions for I'; and
I, have been located on the Smith chart, the input and output matching sections can be
designed. Since Go is fixed for a given transistor, the overall transducer gain of the amplifier
will be controlled by the gains, Gs and G, of the matching sections.

Maximum gain will be realized when these sections provide a conjugate match
between the amplifier source or load impedance and the transistor.

We know that maximum power transfer from the input matching network to the
transistor will occur when

lip =T - (2a)
and that maximum power transfer from the transistor to the output matching network will
occur when
loue =T -—---- (2b)

With the assumption of lossless matching sections, these conditions will maximize the overall
transducer gain.
The maximum gain is given by,

_ 1 5 1—|Tp|?
Cmar = 1-|Ts|? IS21] [1-S2,TL|? 3)




In the general case with a bilateral (S12 = 0) transistor, I}, is affected by T,,,; and vice versa, so
the input and output sections must be matched simultaneously. The necessary equations are:

S21512TL *
[jp = Syq + 2250200 e 4
in 11 1-S,,T, S ( )
_ $12521Ts _ s
Tout = Sp2 + - =T - ()
1 511F5

We can solve for I"g by first rewriting these equations as follows:

g . S
STty =Sy
[t = S22 __1ﬂr5..
8 1 —45ilg

where A = 811522 — §1252;. Substituting the expression for I'} into the expression for I's
and expanding gives

Cg(l — [855]%) + T3(AS3, — 811) = Tg(AS], 83, — 15117 — ASL,S3,)
+ 871(1 = 18521%) + 87,53, 522.

Using the result that A(S}, 53, — §},53,) = |A|? allows this to be rewritten as a quadratic
equation for I"g:
‘ o Y2 2 - 12 < 12 i * ¢
(S11 — ASH)T5 + (JA]7 = |S1]= + [S22]” — 1)Tg + (S}, — A*S») = 0.
The solution is

s o
B+ /B — 42

y
Mg =
§ 20,

Similarly, the solution for I'; can be written as

By + /B3 —4|C,?

v
205

'y =

The variables By, C1. B>, (> are defined as

]

L2 e g2 2
Bi=1+15uP - ISn - 1A,
By = 1+|Snf — |Sul> — AP,
Oy = S — ASL,

Ca = S — AS},.

Solutions to I and T, are only possible if the quantity within the square root is positive, and
it can be shown that this is equivalent to requiring K > 1. Thus, unconditionally stable devices
can always be conjugately matched for maximum gain, and potentially unstable devices can be
conjugately matched if K> 1 and |A| < 1.

The results are much simpler for the unilateral case. When S12 =0, I = S;; and I} =
S5, , and the maximum unilateral transducer gain is



1S51 12 ———
201 —1S,,12

G = —_—

TUmax 1— |511|2

The maximum transducer power gain occurs when the source and load are conjugately matched

to the transistor. If the transistor is unconditionally stable, so that K > 1, the maximum
transducer power gain can be simply rewritten as follows:

G = :22: (K —JK? - 1)

The maximum transducer power gain is also sometimes referred to as the matched gain. The
maximum gain does not provide a meaningful result if the device is only conditionally stable
since simultaneous conjugate matching of the source and load is not possible if K < 1. In this
case a useful figure of merit is the maximum stable gain, defined as the maximum transducer
power gain with K = 1.

1824l
Thus, Gpsg = N

The maximum stable gain is easy to compute and offers a convenient way to compare the gain
of various devices under stable operating conditions.

Single stage amplifier design

. Approach for single-stage linear amplifier design

I Given transistor S-parameters |

otherwise l K>1, Akl
Calculate K and A

using eqs. (11.28) and (11.29)

Plot stability circles Perform conjugate match design
plot input stability circle in ['s-plane using eq. (11.40a) to calculate I's
plot output stability circle in I' -plane using eq. (11.40b) to calculate I'.
Dcs'ign input and output “"‘“?hing Design input and output matching
™  circuits by properly selecting circuits [
I's and I',_ based on constant gain
circle consideration
Verify the stability over a wide
bandwidth
No Yes [ No
\J
Design DC biasing circuits
and verify the stability again
l Perform circuit layout |
N(\
No = —
| Verify realizability |
Yes *

[ Circuit implementation |




Low-Noise Amplifier Design

Besides stability and gain, another important design consideration for a microwave
amplifier is its noise figure. In receiver applications especially it is often required to have a
preamplifier with as low a noise figure as possible since, the first stage of a receiver front end
has the dominant effect on the noise performance of the overall system.

Generally it is not possible to obtain both minimum noise figure and maximum gain for
an amplifier, so some sort of compromise must be made. This can be done by using constant-
gain circles and circles of constant noise figure to select a usable trade-off between noise figure
and gain. Here we will derive the equations for constant—noise figure circles and show how
they are used in transistor amplifier design.

The noise figure of a two-port amplifier can be expressed as
R 2
F=Fmin+G_1:|KS‘_Yopt| """ 1)

where the following definitions apply:

Ys = Gs + j Bs = source admittance presented to transistor.

Y opt = Optimum source admittance that results in minimum noise figure.
Fmin = minimum noise figure of transistor, attained when Y's = Yopt.

Rn = equivalent noise resistance of transistor.

Gs = real part of source admittance.

Instead of the admittance Ys and Yopt, we can use the reflection coefficients I's and I, .,
i 1-Ts

L=iiE e
_ i 1_Fopt L
Yope = Zy 1+Topt (2b)

I's is the source reflection coefficient. The quantities Fmin, I, and Ry are characteristics of

the particular transistor being used, and are called the noise parameters of the device; they may
be given by the manufacturer or measured.

Using equations for Ysand Yopt, We can express the quantity |Y5 — Yopt|2 interms of T and
Lopt @S,

2
2 4 |Ts—Toptl
Yo = Yope|” = = B
| s Opt| Z§  |14Ts12 [14Top|” ®
In addition,
_ _ 1 (1-Irs  1-Tg) _ 1 1-rs>
Gs = Re{Ys} = 27, <1+F5 + 1+F§) T Zy |14T)2 4)

Using these results, Noise figure F is given as,
R 2
F = Fpin +G_I;I|Y:S_Yopt|

4Ry |Ts—Tope|’

F = Fpyn + 28
min 2
Zy (1_|FS|2)|1+F0pt|

For a fixed Noise figure F, this result defines a circle in the I's plane.



Noise figure parameter N is defined as,

IFs—Topt|”
— 14
(1-ITs[2)

(6)

Using equation (5), N can be written as,

F=Fmnin

N = 4RN/Z
0

2
SRV —
|1+ Tope 7)

N is a constant for a given noise figure and set of noise parameters. Equation (6) can be
rewritten as,

(Fs — Top)(T§ — Ta) = N(1 = ITs?),

[sT§ — (TsThy + T§Topt) + Coptla NV — NITs?,

opt opt — ¢
(CsTip + T§Topt) N — [Topif?

g% —
TS N +1 N+1

Add |Fop.|2,’{;‘~" + 1)? to both sides to complete the square to obtain

/N (N +1— [Toml?)

ropl b
(N+1)

N+1

s —

This result defines circles of constant noise figure with centers at

ropl

Cp = —2P
F=N+1

and radii of

‘,.-“ N (N +1— |Topl?)
Rp =
F .

N+ 1

Generally it is not possible to obtain both minimum noise figure and maximum gain for
an amplifier, so some sort of compromise must be made. This can be done by using constant-
gain circles and circles of constant noise figure to select a usable trade-off between noise figure
and gain.
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